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Dynamical Behaviors of Coupled Chaotic Systems and

Quasiperiodically Forced Systems: Synchronization and Strange

Nonchaotic Attractors

Abstract

Synchronization in coupled chaotic systems has become a current topic of intensive study

because of its potential applications such as secure communication. Much attention has also

been paid to the study of quasiperiodically forced systems, since they generically may have

strange nonchaotic attractors (SNAs). In this thesis, we study both the chaos synchroniza-

tion and the dynamical routes to SNAs.

First, we are concerned about loss of synchronization in two coupled chaotic systems

without symmetry. By varying a coupling parameter, we investigate the stability of the

synchronized chaotic attractor (SCA) with respect to a perturbation transverse to the syn-

chronization subspace. If all periodic saddles embedded in the SCA are transversely stable,

we have a high-quality “strong synchronization” without any burstings from the synchro-

nization subspace. As the coupling parameter varies and passes a threshold value, a saddle

fixed point is found to first become transversely unstable through a transcritical bifurcation.

Then, burstings from the synchronization subspace occur, and we have a low-quality “weak

synchronization.” For this case, the basin of the SCA becomes riddled with a dense set of

“holes,” belonging to the basin of another attractor (or infinity), and the riddled basin is

also characterized in terms of the divergence and uncertainty exponents. This kind of weakly

stable SCA is very sensitive with respect to the parameter mismatching and the noise which

are unavoidable in real situation. To quantitatively measure the degree of such sensitivity,

we introduce the parameter and noise sensitivity exponents. In terms of these exponents, we

characterize the effect of the parameter mismatch and noise on the intermittent bursting and

basin riddling occurring in the regime of weak synchronization. As the coupling parameter

is further varied, the SCA becomes more and more weakly stable, and eventually it becomes

transversely unstable through a blowout bifurcation when passing another threshold value.

Consequently, a complete desynchronization occurs. Thus, an asynchronous hyperchaotic

or chaotic attractor with a positive or negative second Lyapunov exponent appears through



a supercritical blowout bifurcation. The type of the newly-born asynchronous attractor,

exhibiting on-off intermittency, is found to be determined through competition between its

laminar and bursting components. However, for three or more coupled systems, in addition

to the complete desynchronization, partial synchronization, where some of the subsystems

synchronize while others do not, may also occur via a blowout bifurcation of the SCA. We

investigate the dynamical mechanism for the occurrence of partial synchronization in three

coupled chaotic systems. For this case, a two-cluster state, exhibiting on-off intermittency,

appears on an invariant plane through a supercritical blowout bifurcation. If the newly-born

two-cluster state is transversely stable, then partial synchronization occurs on the invariant

plane. It is shown that the transverse stability of the intermittent two-cluster state may also

be determined via competition between its laminar and bursting components.

Second, we study the dynamical behaviors of the quasiperiodically forced systems. In

particular, we are interested in the birth of SNAs which are strange in the geometrical sense

but nonchaotic in the dynamical sense. Using the rational approximation to a quasiperiodic

forcing, we investigate the mechanism for the appearance of SNAs. It is thus found that a

smooth torus transforms into an intermittent SNA through the mechanism of intermittency

or band merging when it collides with a new kind of unstable ring-shaped set which has

no counterpart in the unforced case. Characterization of the intermittent SNAs is made in

terms of the average time between bursts and the local Lyapunov exponents. Furthermore,

when an attractor (torus, SNA, chaotic attractor) collides with the ring-shaped unstable set

on a basin boundary, it suddenly disappears through a new type of boundary crisis.
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Chapter 1

Introduction

In this thesis, we consider the coupled chaotic systems and the quasiperiodically forced

systems. They exhibit rich dynamical behaviors, among which we are interested in the

chaos synchronization and the birth of strange nonchaotic attractors.

Recently, the phenomenon of synchronization in coupled chaotic systems has become

a field of intensive study. A generic feature of a chaotic motion is the sensitivity to initial

conditions [1]. This feature, called the “butterfly effect,” would seem to defy synchronization

among dynamical variables in coupled chaotic systems. However, when the coupling is

sufficiently strong, coupled systems may exhibit synchronized chaotic motion on an invariant

subspace of the whole phase space [see Fig. 1.1(a)] [2]. This chaos synchronization has a

variety of applications, particularly in connection with secure communication [3, 4]. Figure

1.1(b) shows a schematic diagram for the transmission of a secret message. A secret signal,

encoded with a chaotic signal (chaotic masking), can be decoded at the receiver using the

chaos synchronization [3].

In the field of chaos synchronization, a fundamental and important problem concerns

stability of the synchronized chaotic attractor with respect to a perturbation transverse to

the invariant synchronization subspace [5, 6]. If its transverse Lyapunov exponent σ⊥ is

negative, the synchronous chaotic state on the invariant subspace becomes an attractor in

the whole phase space. The loss of transverse stability of such a synchronized chaotic at-

tractor is intimately associated with transverse bifurcations of periodic saddles embedded

in the synchronized chaotic attractor [7, 8, 9, 10, 11, 12, 13, 14]. When all periodic saddles
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are transversely stable, the synchronized chaotic attractor is “strongly” stable without any

bursting from the synchronization subspace. As the coupling parameter passes through a

threshold value, a periodic saddle (embedded in the synchronized chaotic attractor) first

loses its transverse stability through a local bifurcation. After this first transverse bifurca-

tion, trajectories may be locally repelled from the invariant subspace when they visit the

neighborhood of the transversely unstable periodic repeller. Thus, loss of strong synchroniza-

tion begins with such a first transverse bifurcation, and then we have “weak” synchronization

[see Fig. 1.1(c)].

In the regime of weak synchronization, intermittent bursting [15, 16] or basin riddling [17]

occurs, depending on the global dynamics. If the global dynamics of the system is bounded

and there are no attractors off the invariant subspace, locally repelled trajectories exhibit

transient intermittent bursting. On the other hand, if the global dynamics is unbounded or

there exists an attractor off the invariant subspace, repelled trajectories may go to another

attractor (or infinity), and hence the basin of attraction becomes riddled with a dense set

of “holes,” belonging to the basin of another attractor (or infinity). In a real situation, a

small mismatch between the subsystems and noise that destroy the invariant synchronization

subspace are unavoidable. Hence, the effect of the parameter mismatch and noise must

be taken into consideration for the study on the loss of chaos synchronization. For the

case of weak synchronization, a typical trajectory may have segments exhibiting positive

local (finite-time) transverse Lyapunov exponents because of local repulsion of transversely

unstable periodic repellers embedded in the synchronized chaotic attractor. Hence, any small

mismatch or noise results in a permanent intermittent bursting and a chaotic transient with

a finite lifetime for the bursting and riddling cases, respectively. These attractor bubbling

and chaotic transient demonstrate the sensitivity of the weakly stable synchronized chaotic

attractor with respect to the variation of the mismatching parameter and noise.

In Section 2.1, we study the loss of chaos synchronization in the unidirectionally cou-

pled system without symmetry, consisting of two identical one-dimensional (1D) maps [11].

A transition from strong to weak synchronization is found to occur through a transcritical

bifurcation between a periodic saddle embedded in the synchronized chaotic attractor and

a repeller on the basin boundary. This bifurcation mechanism is also confirmed in general

asymmetric systems [10, 12], and it is different from that in coupled chaotic systems with
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Figure 1.1: (a) Synchronous chaotic attractor in coupled systems. (b) a schematic diagram

for the transmission of a secret message by using the chaos synchronization. A secret signal

s(t), encoded with a chaotic signal y(t) (chaotic masking), can be decoded at the receiver

using the chaos synchronization. (c) Loss of transverse stability of the synchronized chaotic

attractor. The loss of strong synchronization begins with the first transverse bifurcation, and

then we have “weak” synchronization. With further change of the coupling parameter, the

transverse Lyapunov exponent of the synchronized chaotic attractor becomes positive via

the blowout bifurcation, and then the synchronized chaotic attractor becomes transversely

unstable.
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symmetry [7, 9]. As a result of this first transverse bifurcation, the basin of attraction be-

comes globally riddled with a dense set of holes, leading to divergent orbits. This riddled

basin is also characterized in terms of the divergence and uncertainty exponents [18], and

thus typical power-law scaling is found. Furthermore, we investigate the effect of asym-

metry of coupling on the bifurcation mechanism for the loss of chaos synchronization in

coupled chaotic systems [13]. For the weak asymmetry, its effects are similar to those for

the symmetric-coupling case. However, with increasing the degree of the asymmetry, the

effects change qualitatively, and eventually become similar to those for the extreme case of

unidirectional asymmetric coupling.

In Section 2.2, we investigate the effect of the parameter mismatch and noise on weak

synchronization in two coupled identical 1D maps with an invariant diagonal [19]. In the

regime of weak synchronization, transversely unstable periodic orbits are embedded in the

synchronized chaotic attractor. Hence, when a typical trajectory visits the neighborhoods

of such unstable periodic orbits, it experiences local transverse repulsion from the diagonal.

As a result, the typical trajectory may have segments exhibiting positive local (finite time)

transverse Lyapunov exponents, even if the averaged transverse Lyapunov exponent is neg-

ative. Because of the existence of these positive local transverse Lyapunov exponents, the

weakly stable synchronized chaotic attractor becomes sensitive with respect to the variation

of the mismatching parameter and the noise intensity. This is in contrast to the case of the

strong synchronization that has no such sensitivity.

We first introduce a new quantifier, called the parameter sensitivity exponent, that mea-

sures the “degree” of the parameter sensitivity [19]. Such a parameter sensitivity exponent

becomes a quantitative characteristic of the weakly stable synchronized chaotic attractor.

As the coupling parameter is varied away from the point of the first transverse bifurca-

tion, successive transverse bifurcations of periodic saddles occur. Hence the value of the

parameter sensitivity exponent increases because local transverse repulsion of the periodic

repellers embedded in the synchronized chaotic attractor becomes more and more strong. In

terms of these parameter sensitivity exponents, the effect of the parameter mismatching on

the intermittent bursting and basin riddling is characterized. For the case of bursting, any

small mismatching results in a continual sequence of intermittent bursts, called the attractor

bubbling, where the long period of nearly synchronous state (laminar phase) is randomly
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interrupted by the short-time burst (burst phase). On the other hand, for the case of riddling

the synchronized chaotic attractor on the diagonal is transformed into a chaotic transient. In

both cases, the quantity of interest is the average time that a typical trajectory spends near

the diagonal (i.e., the average interburst interval and the average lifetime of the chaotic tran-

sient) [16, 20]. As the parameter sensitivity exponent increases, local transverse repulsion of

the periodic repellers embedded in the synchronized chaotic attractor becomes strong, and

hence the average time spending near the diagonal becomes short. It is thus found that the

scaling exponent for the average time is given by the reciprocal of the parameter sensitivity

exponent.

We also investigate the effect of bounded noise on weak synchronization in two coupled

identical 1D maps with an invariant diagonal [21]. To quantitatively characterize the noise

sensitivity of the weakly stable synchronized chaotic attractor, we introduce a new quanti-

fier, called the noise sensitivity exponent, as in the parameter-mismatching case. Thus the

noise sensitivity exponent that measures the degree of the noise sensitivity becomes a quan-

titative characteristic of the weakly stable synchronized chaotic attractor. As the coupling

parameter is varied away from the point of the first transverse bifurcation, successive trans-

verse bifurcations of periodic saddles embedded in the synchronized chaotic attractor occur.

Hence the value of the noise sensitivity exponent increases because local transverse repulsion

of the embedded periodic repellers becomes more and more strong. For this case, the values

of the noise sensitivity exponent are found to become the same as those of the parameter

sensitivity exponent, because their values are determined only by the (same) local transverse

Lyapunov exponents of the weakly stable synchronized chaotic attractor. Furthermore, it

is found that the scaling exponent for the average time spending near the diagonal and the

noise sensitivity exponent have a reciprocal relation, as in the parameter-mismatching case.

Hence the noise and parameter mismatch have essentially the same effect on the power-law

scaling behavior of the average time.

To examine the universality for the effect of parameter mismatch and noise effect on

weak chaotic synchronization, we study coupled high-dimensional invertible systems such as

the coupled Hénon maps and coupled pendula [22]. By generalizing the method proposed

in coupled 1D noninvertible maps [19, 21], we introduce the parameter and noise sensitivity

exponents δ to measure the degree of the parameter and noise sensitivity of a weakly stable
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synchronized chaotic attractor. In terms of the parameter and noise sensitivity exponents,

we characterize the effect of the parameter mismatch and noise on the intermittent bursting

and the basin riddling occurring in the regime of weak synchronization. It is thus found that

the scaling exponent µ for the average characteristic time (i.e., the average interburst time

and the average chaotic transient lifetime) for both the bubbling and riddling cases is given

by the reciprocal of the parameter and noise sensitivity exponent, as in the simple system

of coupled 1D maps. Hence, the reciprocal relation (i.e., µ = 1/δ) seems to be “universal,”

in the sense that it holds in typical coupled chaotic systems of different nature.

As the coupling parameter is further varied and passes a threshold value, the synchro-

nized chaotic attractor becomes transversely unstable (i.e., its largest transverse Lyapunov

exponent becomes positive), and then desynchronization occurs via a blowout bifurcation

[23, 24, 25, 26]. Depending on the global dynamics, two kinds of blowout bifurcations

may occur. For the case of a supercritical (nonhysteretic) blowout bifurcation, an asyn-

chronous attractor is born, and exhibits intermittent bursting, called on-off intermittency

[27, 28, 29, 30, 31, 32, 33, 34, 35]; long periods of nearly synchronous motion (off state)

are occasionally interrupted by short-term asynchronous burstings (on state). On the other

hand, for the case of a subcritical (hysteretic) blowout bifurcation, an abrupt disappearance

of the synchronized state occurs, and typical trajectories starting near the invariant subspace

are attracted to another distant asynchronous attractor (or infinity).

Here, we are interested in the type of asynchronous intermittent attractors born via

supercritical blowout bifurcations. In particular, we are interested in whether the inter-

mittent bursting attractor born at the blowout bifurcation is hyperchaotic (i.e., has more

than one positive Lyapunov exponent) or not. Examples of both hyperchaotic attractors

[24, 36, 37] and chaotic attractors (i.e., an attractor with only one positive Lyapunov ex-

ponent) [11, 13, 24] were given in previous works. However, the dynamical origin for the

appearance of such asynchronous hyperchaotic and chaotic attractors remains unclear. In

Section 2.3, we investigate the dynamical origin for the occurrence of asynchronous hyper-

chaos and chaos via blowout bifurcations in coupled chaotic systems [38]. As a representative

model, we consider a system of two coupled 1D maps with a parameter α tuning the degree

of asymmetry of coupling [13]. This model system can be used to represent the two-cluster

dynamics in globally coupled 1D maps, in which each element is coupled to all others with

6



equal strength, and the asymmetry parameter α is related to a parameter describing the

distribution of elements between the two clusters [10]. Depending on the value of α, an

asynchronous hyperchaotic or chaotic attractor appears through a blowout bifurcation. This

transition to asynchronous hyperchaos or chaos via a blowout bifurcation corresponds to a

transition from a fully synchronized state to a hyperchaotic or chaotic two-cluster state in

globally coupled 1D maps. We study the type of asynchronous intermittent attractors born

via blowout bifurcations in two coupled 1D maps by varying the asymmetry parameter α.

A typical trajectory on the newly-born asynchronous attractor, exhibiting on-off intermit-

tency, may be decomposed into laminar (i.e., nearly synchronous) and bursting components.

It is found that the type of the asynchronous intermittent attractor (corresponding to an

intermittent two-cluster state for the case of global coupling) may be determined through

competition between its laminar and bursting components. When the “strength” (i.e., its

weighted second Lyapunov exponent) of the bursting component is larger (smaller) than that

of the laminar component, an asynchronous hyperchaotic (chaotic) attractor (correspond-

ing to a hyperchaotic (chaotic) two-cluster state for the globally-coupled case) appears.

These results are of wider significance because the (uncoupled) 1D map is a paradigm model

for period-doubling dynamics in a large class of systems. As examples, we consider two

coupled Hénon maps [32] and two coupled parametrically forced pendula [39], which are

high-dimensional invertible period-doubling systems, and obtain similar results.

However, for three or more coupled systems, in addition to the complete desynchro-

nization, partial synchronization, where some of the subsystems synchronize while others

do not, may also occur via a blowout bifurcation of the synchronized chaotic attractor

[40, 41, 42, 43, 44, 45]. Particularly, the partial synchronization (or clustering) has been

extensively investigated in globally coupled systems where each subsystem is coupled to

all the other subsystems with equal strength [46]. Here, we are interested in whether the

asynchronous attractor born via a supercritical blowout bifurcation of the fully synchro-

nized attractor is partially synchronized or completely desynchronized. Examples of both

partially synchronized attractors [40, 42, 43, 44] and completely desynchronized attractors

[41, 45] were reported. These previous results show that occurrence of partial synchroniza-

tion depends on the type of the base map constituting the coupled system and the type of

coupling between the base maps. However, the underlying mechanism for the occurrence of
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partial synchronization remains unclear. In Section 2.4, we study the dynamical mechanism

for the occurrence of partial synchronization in three coupled chaotic systems [47]. As a sim-

ple model where partial synchronization may occur, we consider three coupled 1D maps with

a parameter p (0 ≤ p ≤ 1/3) tuning the degree of asymmetry in the coupling from the unidi-

rectional coupling (p = 0) to the symmetric coupling (p = 1/3). This model can be used to

represent the three-cluster dynamics in an ensemble of N globally coupled 1D maps and the

parameter p describes the distribution of the elements between the three clusters [10]. For

both extreme cases of the unidirectional [40] and symmetric [45] couplings, partial synchro-

nization and complete desynchronization occur, respectively. We investigate the dynamical

mechanism for the occurrence of partial synchronization by increasing the parameter p from

0 to 1/3. An asynchronous two-cluster state appears on an invariant plane via a supercritical

blowout bifurcation of the fully synchronized attractor on the diagonal. A typical trajectory

in the newly-born two-cluster state exhibits on-off intermittency. When the asymmetry pa-

rameter p is less than a threshold value p∗ (i.e., 0 ≤ p < p∗), the two-cluster state on the

invariant plane is transversely stable, and hence partial synchronization occurs. However,

for p > p∗ a completely desynchronized attractor, occupying a three-dimensional (3D) finite

volume, appears because the two-cluster state is transversely unstable. By generalizing the

method proposed in the two-coupled case [38], we find that such transverse stability of the

intermittent two-cluster state may be determined via competition between its laminar and

bursting components. When the “transverse strength” of the laminar component is larger

(smaller) than that of the bursting component, the two-cluster state becomes transversely

stable (unstable), and hence a partially synchronized (completely desynchronized) attractor

appears through the supercritical blowout bifurcation. These results are also confirmed for

the case of three coupled multidimensional invertible period-doubling systems such as the

coupled Hénon maps and coupled pendula. Hence, the mechanism for the occurrence of par-

tial synchronization seems to be of wide significance because it holds in typical three-coupled

period-doubling systems.

In Chapter 3, we study dynamical behaviors of quasiperiodically forced systems driven at

two incommensurate frequencies. To probe dynamical properties of a system, one often ap-

plies an external stimulus to the system and observes its response. The dynamical responses

of periodically forced systems have been well studied, and a transition from regular to chaotic
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Figure 1.2: (a) Smooth torus, (b) strange nonchaotic attractor, and (c) chaotic attractor in

the quasiperiodically forced logistic map of Eq. (3.1)

states has thus been found. Recently, much attention has been paid to the quasiperiodically

forced systems because a new type of strange nonchaotic attractors which exhibit some prop-

erties of regular as well as chaotic attractors appear typically as intermediate states between

the regular and chaotic states (see Fig. 1.2) [48]. These strange nonchaotic attractors were

first described by Grebogi et al. [49] and have been extensively investigated both theoret-

ically [50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71]

and experimentally [72]. Like regular attractors, their dynamics is nonchaotic in the sense

that they do not have a positive Lyapunov exponent; like typical chaotic attractors, they

exhibit fractal phase space structure. Furthermore, strange nonchaotic attractors are related

to Anderson localization in the Schrödinger equation with a spatially quasiperiodic potential

[73], and they may have a practical application in secure communication [74]. Therefore,

dynamical transitions in quasiperiodically forced systems have become a topic of consider-

able current interest. However, the mechanisms of their occurrence as a system parameter

is varied are much less clear than those of unforced or periodically forced systems.

In Section 3.1, we are interested in the dynamical transition to strange nonchaotic at-

tractors accompanied by intermittent behavior. As a parameter passes a threshold value, a

smooth torus abruptly transforms into an intermittent strange nonchaotic attractor. Near

the transition point, the intermittent dynamics on the strange nonchaotic attractor was

characterized in terms of the average interburst time and the Lyapunov exponent [60]. This

route to an intermittent strange nonchaotic attractor is quite general and has been observed

in a number of quasiperiodically forced period-doubling maps and flows [61, 62]. However,
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the mechanism for this intermittent route to strange nonchaotic attractors remains unclear

because an unstable orbit inducing such a transition was not located. We investigate the

underlying mechanism for the intermittent transition in the quasiperiodically forced logistic

map which we regard as a representative model for quasiperiodically forced period-doubling

systems [66]. Using rational approximations to the quasiperiodic forcing, we observe a new

type of invariant unstable set, which will be referred to as a “ring-shaped” unstable set in

accordance with its geometry. When a smooth torus (corresponding to an ordinary quasiperi-

odic attractor) collides with this ring-shaped unstable set, a transition to an intermittent

strange nonchaotic attractor is found to occur through a “phase-dependent saddle-node”

bifurcation. To examine the universality for the intermittent route to strange nonchaotic

attractors, we investigate the quasiperiodically forced Hénon map, ring map, and Toda oscil-

lator which are high-dimensional invertible systems [67]. In these invertible systems, dynam-

ical transition to an intermittent strange nonchaotic attractor occurs via a phase-dependent

saddle-node bifurcation, when a smooth torus collides with a “ring-shaped” unstable set.

We note that this bifurcation mechanism for the appearance of intermittent strange non-

chaotic attractors is the same as that found in a simple system of the quasiperiodically forced

noninvertible logistic map. Hence, the intermittent route to strange nonchaotic attractors

seems to be “universal,” in the sense that it occurs through the same mechanism in typical

quasiperiodically forced systems of different nature.

Dynamical transitions of attractors which occur with variation of the system parameters

have been a topic of considerable interest [75]. Particularly, chaotic transitions attracted

much attention. In a large class of dissipative dynamical systems, a chaotic attractor ap-

pears via a period-doubling cascade when a nonlinearity parameter a passes a threshold

value [76]. Beyond the critical value of a, successive band-merging transitions of the chaotic

attractor occur through collision with unstable periodic orbits [77]. These band-merging

transitions in period-doubling systems are well studied. In Section 3.2, we are interested

in the band-merging transitions in quasiperiodically forced systems driven at two incom-

mensurate frequencies [70, 71]. There are some previous works related to the band-merging

transitions. In the quasiperiodically forced logistic map, a transition from a period-doubled

torus with two bands to a single-band strange nonchaotic attractor has been found to occur

through a collision with the unstable parent torus [30]. In some case, the unstable parent
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torus becomes inaccessible from the interior of the basin of an attractor, and then it cannot

induce any band-merging transition. Even for this case, band-mergings of smooth torus

and strange nonchaotic attractors were observed in other quasiperiodically forced systems

[55, 62]. However, the mechanism for such band-merging transitions remains unclear because

unstable orbits involved in the transitions were not located.

In Section 3.2, we consider the quasiperiodically forced logistic map which is a repre-

sentative model for quasiperiodically forced period-doubling systems, and investigate the

mechanism for the band-merging transitions by varying the nonlinearity parameter a and

the quasiperiodic forcing amplitude ε. For small ε, a standard band-merging transition of

a chaotic attractor occurs through a collision with the smooth unstable torus. However,

when ε passes a threshold value, a basin boundary metamorphosis occurs [78], and then the

smooth unstable torus loses its accessibility from the interior of the basin of the attractor.

For this case, the type of the band-merging transition changes. Using the rational approxi-

mations to the quasiperiodic forcing, it is found that a new type of band-merging transition

occurs for a nonchaotic attractor (smooth torus or strange nonchaotic attractor) as well as

a chaotic attractor via a collision with an invariant “ring-shaped” unstable set which has no

counterpart in the unforced case. Particularly, for the case of a smooth doubled torus with

two bands, the new band-merging transition results in the birth of a single-band strange

nonchaotic attractor. This is a new mechanism for the appearance of strange nonchaotic

attractors. As ε is further increased and passes another higher threshold value, the basin

boundary metamorphosis no longer occurs, and then the smooth unstable torus regains its

accessibility from the interior of the basin of the attractor. For this case, a standard band-

merging transition of an attractor (smooth torus, strange nonchaotic attractor, or chaotic

attractor) takes place again through a collision with the smooth unstable torus. The new

type of band-merging route to an intermittent strange nonchaotic attractor is also observed

in the quasiperiodically forced Hénon map and the quasiperiodically forced Toda oscillator.

In addition to inducing the transition to strange nonchaotic attractors, such a band-merging

transition is a direct cause for the truncation of the torus-doubling sequence.

Sudden qualitative changes in the attractor are of special interest. Such discontinuous

abrupt changes, called the crises, were first extensively studied by Grebogi et al. [79] and two

kinds of crises were discovered for the case of chaotic attractors. A sudden disappearance
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of a chaotic attractor occurs when it collides with an unstable periodic orbit on its basin

boundary, and is called the boundary crisis. On the other hand, an abrupt increase in

the size of a chaotic attractor takes place when the unstable periodic orbit with which

the chaotic attractor collides lies in the interior of the basin, and is called the interior

crisis. Transient or intermittent dynamics associated with the boundary or interior crisis

has been well characterized [80], and these crises have often been observed experimentally

in periodically forced systems [81].

In Section 3.3, we study the boundary crisis in quasiperiodically forced systems driven

at two incommensurate frequencies. In a recent work, Osinga and Feudel investigated the

boundary crisis in the quasiperiodically forced Hénon map, and observed a new type of

boundary crisis that occurs when the smooth unstable torus is inaccessible from the interior

of the basin of the attractor due to the basin boundary metamorphosis. However, the

unstable orbit inducing such a boundary crisis was not located, and thus the mechanism for

the new boundary crisis remains unclear. Here, we investigate the underlying mechanism for

the boundary crisis in the quasiperiodically forced logistic map [68]. For small quasiperiodic

forcing ε, a sudden destruction of a chaotic attractor occurs through a “standard” boundary

crisis when it collides with the smooth unstable torus on the basin boundary. However, as

ε passes a threshold value, a basin boundary metamorphosis occurs, and then the smooth

unstable torus loses its accessibility from the interior of the basin of the attractor. For

this case, the type of the boundary crisis changes. Using the rational approximations to

the quasiperiodic forcing, it is found that a nonchaotic attractor (smooth torus or strange

nonchaotic attractor) as well as a chaotic attractor disappears suddenly via a new type

of boundary crisis when it collides with an invariant “ring-shaped” unstable set on the

basin boundary. Such a ring-shaped unstable set was first discovered in the study of the

intermittent route to strange nonchaotic attractors [66]. The mechanism for this new kind

of boundary crisis is also confirmed in the quasiperiodically forced Hénon map.

Finally, in Chapter 4 we summarize and discuss our results. Some directions for future

researches associated with our works are also suggested.
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Chapter 2

Synchronization in Coupled Chaotic

Systems

In this chapter, we study the synchronization in two coupled chaotic systems. As a repre-

sentative model, we consider two coupled 1D maps and investigate the loss of chaos syn-

chronization by varying a coupling parameter. When all periodic saddles embedded in the

synchronized chaotic attractor are transversely stable, we have strong synchronization with-

out any burstings from the diagonal. In Section 2.1, a transition from strong to weak

synchronization is found to occur when a periodic saddle first becomes transversely unstable

via a transcritical bifurcation in two asymmetrically coupled 1D maps [11, 12]. Consequence

of this first transcritical bifurcation is discussed. We note that this bifurcation mechanism

is in contrast to that for the symmetrically coupling case. Furthermore, we investigate the

effect of asymmetry of coupling on the loss of chaos synchronization by varying the asym-

metry parameter from the symmetric to the unidirectional couplings [13]. A weakly stable

synchronized chaotic attractor is very sensitive with respect to the parameter mismatch and

noise [20]. In Section 2.2, we introduce new quantifiers, called the parameter sensitivity

exponent [19] and noise sensitivity exponent [21], to measure such sensitivity, and investi-

gate the effect of the parameter mismatch and noise on the intermittent bursting and basin

riddling occurring in the regime of weak synchronization. As the coupling parameter is

further varied from the first transverse bifurcation point, the synchronized chaotic attractor

becomes more and more weakly stable, and eventually when passing another threshold value,
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the synchronized chaotic attractor becomes transversely unstable through a blowout bifur-

cation [23, 24, 25, 26]. In Section 2.3, we investigate the dynamical origin for the appearance

of asynchronous intermittent hyperchaotic and chaotic attractors through a supercritical

blowout bifurcation [38]. When the bursting (laminar) component of the asynchronous in-

termittent attractor is dominant, asynchronous hyperchaos (chaos) occurs. Similar method

is also developed for the investigation of the dynamical mechanism for the occurrence of

partial synchronization in three coupled chaotic systems in Section 2.4 [47].

2.1 Bifurcation Mechanism for the Loss of Chaos Syn-

chronization

We investigate the loss of chaos synchronization in the coupled chaotic systems without

symmetry from the point of view of bifurcations of unstable periodic orbits embedded in the

synchronized chaotic attractor. A new mechanism for a direct transition to global riddling

through a transcritical contact bifurcation between a periodic saddle embedded in the syn-

chronized chaotic attractor and a repeller on the boundary of its basin of attraction is thus

found [11, 12]. Note that this bifurcation mechanism is in contrast with that in the coupled

chaotic systems with symmetry. After such a riddling transition, the basin becomes globally

riddled with a dense set of repelling tongues leading to divergent orbits. This riddled basin is

also characterized by the divergence and uncertainty exponents, and thus typical power-law

scaling is found. We also investigate the effect of asymmetry of coupling on the bifurcation

mechanism for the loss of synchronous chaos in coupled systems [13]. It is found that, only

when the symmetry-breaking pitchfork bifurcations take part in the process of the synchro-

nization loss for the case of symmetric coupling, the asymmetry changes the bifurcation

scenarios of the desynchronization. The bifurcation effects for small (large) asymmetry are

similar to those in the symmetric (unidirectional) coupling case.
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2.1.1 Transcritical Transition to Basin Riddling

Let us consider the unidirectionally coupled system T without symmetry, consisting of two

identical 1D maps,

T :





xt+1 = 1− ax2
t ,

yt+1 = 1− ay2
t + c(x2

t − y2
t ),

(2.1)

where xt and yt are state variables of the first and second 1D maps at a discrete time

t, a is the control parameter of the uncoupled 1D map, and c is a coupling parameter.

Note that the unidirectionally coupled map T has an invariant synchronization line y = x,

although it has no symmetry. This is in contrast to the previously-studied case with a

symmetry [7, 8, 9]. Furthermore, this coupled map T is non-invertible, because its Jacobian

determinant det(DT ) (DT : Jacobian matrix of T ) becomes zero along the critical curves,

L0 = {(x, y) ∈ R2 : x = 0 or y = 0}. The critical curves of rank k, Lk (k = 1, 2, . . .), are then

given by the images of rank k of L0 [i.e., Lk = T k(L0)]. Segments of these critical curves

can be used to define a bounded trapping region in the phase plane, called an absorbing

area A with the properties that (i) trajectories that enter A cannot leave it again, and (ii)

there exists a neighborhood U ⊃ A, whose points enter A in a finite number of iterations

[82]. Furthermore, boundaries of an absorbing area can be also obtained by the union of

segments of critical curves and portions of unstable manifolds of unstable periodic orbits.

For this case, A is called a mixed absorbing area.

With increasing the control parameter a, the coupled map T exhibits an infinite sequence

of period-doubling bifurcations of synchronous attractors with period 2n (n = 0, 1, 2, . . .),

ending at the accumulation point a∞ (= 1.401 155 · · ·), in some region of c. When crossing

a critical line in the a−c plane, a transition from periodic to chaotic synchronization occurs.

Figure 2.1 shows the stability diagram for the synchronized chaotic attractor on the main

diagonal (y = x), which appears when crossing the critical line, denoted by a heavy solid

horizontal line joining two points c = 0 and c = −2a∞ on the a = a∞ line. With further

increase of a from a∞, a sequence of band-merging bifurcations of the synchronized chaotic

attractor take place. For a = an, the 2n+1 bands of the synchronized chaotic attractor

merge into 2n bands; a = a0 (= 1.543 689 . . .), a = a1 (= 1.430 357 · · ·), and a = a2

(= 1.407 405 · · ·) lines are shown the figure. The set of a values yielding synchronous chaotic

attractors in the range (a∞, 2] forms a fat fractal with a positive measure, riddled with a

15



dense set of windows of synchronous periodic attractors [83].

For the chaotic values of a, the synchronized chaotic attractor is at least weakly sta-

ble inside the region bounded by solid circles in Fig. 2.1, because its transverse Lyapunov

exponent

σ⊥ = lim
N→∞

1

N

N∑
t=1

ln |(1 +
c

a
)(−2axt)| (2.2)

is negative. In the periodic windows of a, the solid circles go to the outside (e.g., see the

region of the period-3 window near a ' 1.75). We note that the synchronized chaotic

attractor becomes asymptotically (or strongly) stable in the hatched region with vertical

lines, because there all periodic saddles embedded in the synchronized chaotic attractor

are transversely stable. However, when crossing a boundary of the hatched region, this

strongly stable synchronized chaotic attractor becomes weakly stable through a riddling

bifurcation, in which the first periodic saddle loses its transverse stability. The solid and

dashed boundary lines denote the transverse period-doubling and transcritical bifurcations,

which occur when the transverse Floquet (stability) multiplier of the first periodic saddle

with period q (q = 1, 2, . . .),

λ⊥ =

q∏
t=1

(1 +
c

a
)(−2axt), (2.3)

passes through −1 and +1, respectively. These period-doubling and transcritical bifurcation

curves of the periodic saddle with period q are also labelled by Dq and Tq, respectively.

Some of riddling bifurcation curves are explicitly shown for a ≥ a2. For a ≥ a0, the saddle

fixed point with q = 1, embedded in the synchronized chaotic attractor with a single band,

exhibits a riddling bifirucation. However, as a is decreased from a0, the synchronized chaotic

attractor becomes a two-band attractor, and then the saddle fixed point lies outside the

synchronized chaotic attractor. Thus, in the range of a0 > a ≥ a1, riddling bifurcations

occur when the periodic saddle with q = 2 becomes transversely unstable. In such a way,

with further decrease of a, periodic saddles with higher q exhibit riddling bifurcations.

From now on, we discuss the effect of such riddling bifurcations on the synchronized

chaotic attractor. We first note that all but one riddling bifurcation (T1) are supercritical

period-doubling bifurcations (Dq). As shown in the coupled chaotic systems with symme-

try [8, 9, 84], absorbing areas surround the synchronized chaotic attractor on the diagonal

y = x after such supercritical riddling bifurcations. Consequently, the synchronized chaotic
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Figure 2.1: Stability diagram for the synchronized chaotic attractor on the diagonal y = x

in the a − c plane. The synchronized chaotic attractor appears when crossing the critical

line, denoted by a heavy solid horizontal line on the a = a∞ (= 1.401 155 . . .) line. As a is

increased from a∞, a sequence of band-merging bifurcations occur; some of band-merging

points are a0 (= 1.543 689 . . .), a1 (= 1.430 357 · · ·), and a2 (= 1.407 405 · · ·). The solid cir-

cles denote the points, where the transverse Lyapunov exponents of the synchronized chaotic

attractor become zero. Tq and Dq are the riddling bifurcation curves through the transcriti-

cal and period-doubling bifurcations of the periodic saddles with period q, respectively. Note

that the synchronized chaotic attractor is strongly stable in the hatched region with vertical

lines. In the small gray region near the top of T1, the basin is also globally riddled due to

a boundary crisis between the minimal invariant absorbing area of the synchronized chaotic

attractor and the basin boundary. For other details, see the text.
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attractor becomes a weakly stable attractor with a locally-riddled basin. As an example

consider the case of a = 1.82. A riddling bifurcation occurs when crossing the curve D1 at

c = cr,1 (= −0.850 625 . . .). For this case, the saddle fixed point embedded in the synchro-

nized chaotic attractor loses its transverse stability through a supercritical period-doubling

bifurcation. After that, the synchronized chaotic attractor is surrounded by an absorbing

area, acting as a bounded trapping vessel, as shown in Fig. 2.2(a) for c = −0.82. Hence the

locally repelled trajectories exhibit transient intermittent bursting from the synchronization

line y = x, i.e. the basin becomes only locally riddled. As c is further increased, periodic sad-

dles embedded in the synchronized chaotic attractor become transversely unstable through

successive transverse bifurcations. Eventually, the weakly-stable synchronized chaotic attrac-

tor becomes transversely unstable when its transverse Lyapunov exponent becomes positive

for c = cb,1 (' −0.677), and then it transforms to a chaotic saddle. Since an absorbing

area exists, this blow-out bifurcation becomes supercritical. Hence, an asynchronous chaotic

attractor, bounded to the absorbing area, is developed gradually from the synchronization

line y = x, as shown in Fig. 2.2(b) for c = −0.66. Near the blow-out bifurcation point, such

an asynchronous chaotic attractor exhibits a typical intermittent bursting, called the on-off

intermittency [27, 28, 29, 30, 31, 32, 33, 34, 35], i.e. the long period of nearly synchronous

state (off state) is occasionally interrupted by the short-time bursts (on state). As known

well, the average bursting amplitude d̄ from the synchronization line is found to increase

linearly from zero with respect to ∆c (= c− cb,1), i.e. d̄ ∼ ∆c.

However, when crossing the curve T1, the basin becomes globally riddled with a dense

set of tongues, leading to divergent trajectories, through a transcritical contact bifurcation

between the saddle fixed point embedded in the synchronized chaotic attractor and the

repeller at the basin boundary. Note that this new bifurcation mechanism is in contrast

with that in the coupled chaotic systems with symmetry [7, 9]. For several values of a,

we have investigated this riddling transition with variation of the coupling parameter c, and

found the same bifurcation mechanism. As an example, consider the case of a = 1.82. Figure

2.3 shows the change in the structure of the basin with respect to c. For c = −2.67, the

synchronized chaotic attractor is strongly stable, because all periodic saddles embedded in

the synchronized chaotic attractor are stable. The basin for this case is denoted by the gray

region in Fig. 2.3(a). The segments of the unstable manifolds (whose directions are denoted
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Figure 2.2: Global effects of the supercritical riddling and blow-out bifurcations for a = 1.82.

(a) After the supercritical riddling bifurcation, an absorbing area, whose boundary is formed

by the segments of the critical curves, L1, L2, and L3, is surrounding the synchronized

chaotic attractor on the diagonal y = x for c = −0.82. (b) After the supercritical blow-out

bifurcation, an asynchronous chaotic attractor, bounded to the absorbing area, is exhibiting

intermittent bursting for c = −0.66.

by the arrows) of the repeller, denoted by the down-triangle (5), at the cusp of the basin

boundary connect to segments of the critical curves L1 and L2 (the dots indicate where these

segments connect), and hence define a mixed absorbing area, surrounding the synchronized

chaotic attractor, in which the saddle, denoted by the up-triangle (4), is embedded. As

c is decreased, the repeller approaches the saddle, and also the absorbing area shrinks, as

shown in Fig. 2.3(b) for c = −2.72. Eventually, at the riddling bifurcation point c = cr,2

(= −2.789 372 . . .), the repeller and saddle collide, and hence the absorbing area disappears

[see Fig. 2.3(c)]. Since the synchronized chaotic attractor is touching its basin boundary

at the saddle point, such a riddling bifurcation induces a contact bifurcation between the

synchronized chaotic attractor and its basin boundary. Note also that an infinitely narrow

“tongue,” belonging to the basin of an attractor at the infinity, opens at the saddle point,

as shown in the inset of Fig. 2.3(c). In fact, the whole basin becomes globally riddled with

a dense set of repelling tongues, emanating from the saddle point and its preimages. When

passing the point cr,2, the repeller moves down off the basin boundary, and exchanges stability

with the saddle [i.e., the repeller (saddle) transforms to a saddle (repeller)]. However, the
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Figure 2.3: Change in the structure of the basin (gray region) of the synchronized chaotic

attractor on the diagonal y = x for a = 1.82. (a) Union of segments of the unstable manifolds

of the repeller (5) at the basin boundary and segments of the critical curves L1 and L2

defines a mixed absorbing area of the synchronized chaotic attractor for c = −2.67. (b)

As c decreases, the repeller approaches the saddle point (4) embedded in the synchronized

chaotic attractor, and hence the absorbing area shrinks, as shown for c = −2.72. (c) Through

a transcritical contact bifurcation between the repeller (5) and the saddle point (4) for

c = cr,2, the absorbing area disappears, and then the basin becomes globally riddled with a

dense of tongues, leading to divergent trajectories. For other details, see the text.

synchronized chaotic attractor continues to contact its basin boundary at a new repelling

fixed point (4). This is just the transcritical contact bifurcation, occurring in asymmetric

dynamical systems with invariant subspaces, when a Floquet multiplier passes 1 [85].

Near the riddling transition point c = cr,2, the repelling tongues are too narrow to be

observable. For this case, small changes in the dynamical system, destroying its invariant

synchronization line y = x, leads to superpersistent chaotic transient behavior [86], as in

the case of the coupled chaotic systems with symmetry [7]. To show this, we introduce a

small parameter mismatching by taking the control parameter b of the second 1D map as

b = a− ε, where a is the control parameter of the first 1D map and ε is a small invariance-

breaking parameter. When ε > 0, y = x is no longer an invariant line, and the synchronized

chaotic attractor on the diagonal y = x converts to an extremely long chaotic transient,

eventually attracted to the infinity. For c = −2.8, we decrease ε from 0.1 and compute the

average transient time. For each value of ε, we choose 1000 initial points at random with

uniform probability in the range of x ∈ (1− a, 1) on the diagonal y = x. A trajectory may
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Figure 2.4: (a) Plot of log10 τ (τ : average life-time of a chaotic transient) versus ε−1/2 (ε:

mismatching parameter) for a = 1.82 and c = −2.8. (b) Plot of log10 P (d) (P (d): divergence

probability) versus d−1/2 (d: distance from the diagonal y = x) for a = 1.82 and c = −2.8.

be regarded as having escaped once the magnitude of its y values becomes larger than 10,

because an orbit point with |y| > 10 lies sufficiently outside the basin of the synchronized

chaotic attractor. It is thus found that the average lifetime τ of the chaotic transient scales

with ε as

τ ∼ eµε−γ

, (2.4)

where µ is a positive constant to be fitted, and the exponent γ is 1/2 in contrast to the

symmetric-coupling case with γ = 2/3 [7]. Figure 2.4(a) shows the plot of log10 τ versus

ε−1/2 for 0.1 ≥ ε ≥ 0.015. Note that this plot is well fitted with a straight line, which implies

that Eq. (2.4) is well obeyed. As ε decreases toward zero, the average transient time increases

faster than any power of ε−1. Hence the chaotic transient near c = cr,2 is very long-lived.

Alternatively, instead of computing the average life-time of the chaotic transient, we

also estimate the “divergence” probability P (d) of being attracted to the infinity with the

distance d from the synchronization line y = x for ε = 0. When c = −2.8, with decreasing d

from 0.1 to 0.05, we compute the divergence probability P (d). For each value of d, we choose

an initial condition at random with uniform probability in the range of x ∈ (1− a, 1) on the

line y = x + d, and determine whether it is attracted to the synchronized chaotic attractor

at y = x or to the infinity. We repeat this process until 3000 divergent initial conditions are

obtained, and thus estimate P (d). Figure 2.4(b) shows the plot of log10 P (d) versus d−1/2.

21



It is thus found that the divergence probability P (d) scales with d as

P (d) ∼ e−νd−1/2

, (2.5)

where ν is a positive constant to be fitted. Note that as d decreases toward zero, P (d)

decreases more rapidly than any power of d. Hence the measure of the set of repelling

tongues is extremely small near the riddling bifurcation point c = cr,2.

2.1.2 Characterization of the Riddled Basin

In the parameter region away from the riddling transition point cr,2 for a = 1.82, we charac-

terize the measure of the basin riddling and the arbitrarily fine scaled riddling of the basin of

the synchronized chaotic attractor by the divergence and uncertainty exponents, respectively

[11, 12]. As c decreases toward the blow-out bifurcation point cb,2 (' −2.963), the repelling

tongues, leading to divergent trajectories, continuously expands, as shown in Figs. 2.5(a),

2.5(b), and 2.5(c), and hence the measure of the riddled basin of the synchronized chaotic

attractor decreases to zero. At last, when passing the blow-out bifurcation point cb,2, a

subcritical blow-out bifurcation, leading to the abrupt collapse of the synchronized state,

occurs. For this subcritical case, there is no absorbing area, and hence typical trajectories

starting near the synchronization line y = x diverge to the infinity, in contrast to the su-

percritical case where an asynchronous chaotic attractor is gradually developed from the

synchronization line.

We first characterize the measure of the basin riddling (i.e., the measure of the set

of repelling tongues, leading to divergent trajectories) by the divergence probability P (d)

of being attracted to the infinity [17] with the distance d from the synchronization line

y = x. Near the riddling-bifurcation point (c ' cr,2), P (d) exhibits the exponential scaling

of Eq. (2.5), because the measure of the set of repelling tongues is extremely small. However,

a transition from the exponential to the algebraic scaling occurs when passing a crossover

region (−2.84 . c . −2.81). Thus, for c . −2.84, the divergence probability P (d) scales

with d as

P (d) ∼ dη, (2.6)

where η is referred to as the divergence exponent. As the value of η becomes smaller, it

becomes easier for trajectories starting near the synchronization line to go to the infinity.
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Figure 2.5: Globally-riddled basins (gray region) of the synchronized chaotic attractor on

the diagonal y = x for (a) c = −2.88, (b) c = −2.91, and (c) c = −2.94. As c decreases

toward the blow-out bifurcation point cb,2 (' −2.963), the measure of the set of repelling

tongues (shown white) increases, and hence the measure of the riddled basin decreases to

zero.

For a given value of c, we take many randomly chosen initial conditions on the line y = x+d

and determine which basin they lie in. Then, P (d) is estimated as the fraction of the points

that are attracted to the infinity. When plotting log10 P (d) versus log10 d, the slope of the

fitted straight line gives the value of the divergence exponent η. Figure 2.6(a) shows the plot

of η versus c for −2.96 ≤ c ≤ −2.85. With decreasing c toward the blow-out bifurcation point

cb,2, the value of η becomes smaller, and hence the measure of the basin riddling increases.

The results of Eq. (2.6) gives just the measure of the basin riddling, but it says nothing

about the arbitrarily fine scaled riddling of the basin of the synchronized chaotic attractor.

The riddled basin of the synchronized chaotic attractor is a fat fractal. The fine scaled

riddling of the fat fractal is also characterized by the uncertainty exponent α [17] with

decreasing c from −2.85 to −2.96. For a given c, consider a square with the sides of length

0.3, centered at a point (0.35, 0.35). We first choose a point z at random with uniform

probability inside the square. Also choose a second point z′ at random within a small square

with the sides of length 2ε, centered at the first point z. Then determine the final states of the

trajectories starting with the two initial conditions z and z′. If the final states are different,

the initial point z is said to be uncertain. We repeat this process for a large number of

randomly chosen initial conditions until 4000 uncertain initial conditions are obtained, and
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Figure 2.6: (a) Plot of the divergence exponent η versus c for a = 1.82. (b) Plot of the

uncertainty exponent α versus c for a = 1.82.

estimate the probability P (ε) that the two initial conditions z and z′ yield different final

states. With decreasing ε, P (ε) exhibits a power-law scaling,

P (ε) ∼ εα, (2.7)

where α is referred to as the uncertainty exponent. Note that, if α < 1, then a substantial

improvement in the accuracy of the initial conditions yields only a small decrease in the

uncertainty of the final state. Figure 2.6(b) shows the plot of α versus c for −2.96 ≤ c ≤
−2.85. As c decreases toward the blow-out bifurcation point cb,2, the value of α becomes

smaller, and hence the uncertainty in determining the final state increases.

2.1.3 Effect of Asymmetry on the Loss of Chaos Synchronization

We investigate the effect of asymmetry of coupling on the bifurcation mechanism for the loss

of synchronous chaos in coupled systems [13]. It is found that, only when the symmetry-

breaking pitchfork bifurcations take part in the process of the synchronization loss for the

case of symmetric coupling, the asymmetry changes the bifurcation scenarios of the desyn-

chronization. For the case of weak coupling, pitchfork bifurcations of asynchronous periodic

saddles are replaced by saddle-node bifurcations, while for the case of strong coupling, pitch-

fork bifurcations of synchronous periodic saddles transform to transcritical bifurcations. The

effects of the saddle-node and transcritical bifurcations for the weak asymmetry are simi-

lar to those of the pitchfork bifurcations for the symmetric-coupling case. However, with
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increasing the “degree” of the asymmetry, their effects change qualitatively, and eventually

become similar to those for the extreme case of unidirectional asymmetric coupling.

2.1.3.1 Bifurcation scenarios for the case of weak coupling

First, with decreasing the coupling parameter we investigate the effect of the asymmetry of

coupling on the bifurcation scenarios of the loss of chaos synchronization. For this weak-

coupling case, it is found that due to the asymmetry, subcritical pitchfork bifurcations of

asynchronous periodic saddles are replaced by the saddle-node bifurcations, while other bifur-

cations such as period-doubling bifurcations are preserved. When the asymmetry parameter

α is small, the bifurcation effect is similar to that for the symmetric-coupling case (α = 0).

However, as α is increased, diverse bifurcation effects, that are different from those for α = 0,

occur.

Let us consider two asymmetrically coupled identical 1D maps T ,

T :





xt+1 = f(xt) + (1− α) c [f(yt)− f(xt)],

yt+1 = f(yt) + c [f(xt)− f(yt)],
(2.8)

where xt and yt are state variables of the subsystems at a discrete time t, local dynamics

in each subsystem is governed by the 1D map f(x) = 1 − ax2, a is the control parameter

of the 1D map, c is a coupling parameter, and α (0 ≤ α ≤ 1) is a parameter tuning

the degree of asymmetry. The cases of α = 0 and 1 correspond to the symmetric and

unidirectional couplings, respectively. Note that this asymmetrically coupled map T has

an invariant synchronization line y = x, irrespectively of the symmetry. If an orbit lies

on this synchronization line, then it is called a synchronous orbit; otherwise it is called an

asynchronous orbit.

We also note that the coupled map T is non-invertible, because its Jacobian determinant

det(DT ) (DT is the Jacobian matrix of T ) becomes zero along the critical curves, L0 =

{(x, y) ∈ R2 : x = 0 or y = 0}. A finite number of segments of images Lk (k = 1, 2, . . .) of

the critical curves of L0 can be used to define the boundary of an absorbing area A with the

properties that (i) A is trapping (i.e., trajectories that enter A cannot leave it again) and

(ii) superattracting (i.e., every point sufficiently close to the boundary of A will jump into

A after a finite number of iterations) [82]. Furthermore, boundaries of an absorbing area
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can be also obtained by the union of segments of critical curves and portions of unstable

manifolds of unstable periodic orbits. For this case, A is called a mixed absorbing area.

With increasing the control parameter a, the coupled map T exhibits an infinite sequence

of period-doubling bifurcations of synchronous attractors with period 2n (n = 0, 1, 2, . . .),

ending at the accumulation point a∞ (= 1.401 155 · · ·), in some region of c. This period-

doubling cascade leads to creation of the synchronized chaotic attractor on the synchroniza-

tion line. With further increase of a from a∞, a sequence of band-merging bifurcations of

the synchronized chaotic attractor take place. The set of a values yielding synchronized

chaotic attractors in the range (a∞, 2] forms a fat fractal with a positive Lebesgue measure,

riddled with a dense set of windows of synchronous periodic attractors [83]. Hereafter, with-

out loss of generality we fix the value of a as a = 1.6, where a single-band synchronized

chaotic attractor exists on the synchronization line. Its transverse stability is determined by

a transverse Lyapunov exponent,

σ⊥ = ln |1− (2− α)c|+ lim
N→∞

1

N

N∑
t=1

ln |2axt|. (2.9)

For the symmetric-coupling case of α = 0, the following process of desynchronization was

found [8]. As the coupling parameter c is decreased through c = 0.209 . . . , the saddle fixed

point embedded in the synchronized chaotic attractor first becomes transversely unstable

through a supercritical period-doubling bifurcation when its transverse Floquet (stability)

multiplier,

λ⊥ = [1− (2− α)c]f ′(x∗) (2.10)

passes through −1, where x∗ [= (−1 +
√

1 + 4a)/2a] is the fixed point of the 1D map f(x).

After this first transverse bifurcation, the synchronous saddle fixed point is transformed

into a repeller, and an asynchronous period-2 saddle appears in its vicinity. For this case,

along with segments of the critical curves L1 and L2, portions of the unstable manifolds of

the asynchronous period-2 saddle form a boundary of a mixed absorbing area, surrounding

the synchronized chaotic attractor. Hence locally repelled trajectories near the synchronized

chaotic attractor cannot leave the mixed absorbing area, and they exhibit transient intermit-

tent bursting from the synchronization line. Thus, this first transverse (period-doubling) bi-

furcation induces a bubbling transition. However, as c is further decreased, the asynchronous

period-2 saddle becomes stabilized for c = 0.157 . . . through a (reverse) subcritical pitchfork
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Figure 2.7: Schematic bifurcation diagrams for (a) α = 0 and (b) α > 0 in the weak-

coupling case. Here the solid and dashed lines represent the periodic attractor and saddle,

respectively. When the asymmetry is introduced (i.e., α 6= 0), the (reverse) subcritical

pitchfork bifurcation of an asynchronous periodic saddle for α = 0 is transformed into a

smooth shift of the asynchronous periodic saddle (without any bifurcation) and a saddle-

node bifurcation, creating a new pair of asynchronous saddle and stable node (attractor).

For other details, see the text.

bifurcation when its maximal Floquet (stability) multiplier decreases through +1 [see the

schematic bifurcation diagram in Fig. 2.7(a)]. Then the basin of the synchronized chaotic

attractor becomes riddled with a dense set of repelling tongues leading to the asynchronous

period-2 attractor. Note that this kind of stabilization of an asynchronous periodic saddle is

the only mechanism of the riddling transition for the case of α = 0. With further decrease

of the coupling parameter c, the synchronized chaotic attractor loses its transverse stability

for c ' 0.155 through a blow-out bifurcation. After this subcritical blow-out bifurcation, the

synchronized chaotic attractor transforms to a chaotic saddle with a positive transverse Lya-

punov exponent, and the system is asymptotically attracted to the asynchronous period-2

attractor.

From now on, with increasing the asymmetry parameter from α = 0, we investigate the

bifurcation scenarios of the loss of chaos synchronization. It is thus found that the asym-

metry affects the bifurcation mechanism only for the case of the pitchfork bifurcation of an

asynchronous periodic saddle, while other bifurcations such as period-doubling bifurcations

are preserved. For the symmetric coupling case (α = 0), an asynchronous periodic saddle

(denoted by the horizontal dashed line) is transformed into an attractor (denoted by the

solid line) by emitting a pair of asynchronous saddles (denoted by the dashed lines) with the
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same period through a (reverse) subcritical pitchfork bifurcation, as shown in Fig. 2.7(a).

However, as α is increased from α = 0, the upper dashed branch for the case of α = 0 be-

comes split from the middle solid and lower dashed branches. As a result, the asynchronous

periodic saddle varies smoothly along the split upper branch without any bifurcation, and

a pair of asynchronous saddle and stable node (attractor) appears along the former middle

and lower branches via a saddle-node bifurcation, as shown in Fig. 2.7(b). In such a way, for

small α the subcritical pitchfork bifurcation of an asynchronous periodic saddle is replaced

with a saddle-node bifurcation, giving rise to the birth of a pair of new asynchronous saddle

and stable node. However, as α is further increased, the type of the saddle-node bifurcation

may be changed into another one, leading to the birth of a pair of new asynchronous saddle

and unstable node (repeller), and then its effect becomes qualitatively different from that

for α = 0, as will be seen below.

Figure 2.8 shows the phase diagram in the α − c plane. When passing the supercritical

period-doubling bifurcation line D1, the synchronous saddle fixed point first becomes trans-

versely unstable, and an asynchronous period-2 saddle is born. After this first transverse bi-

furcation, the synchronized chaotic attractor is surrounded by a mixed absorbing area, acting

as a bounded trapping vessel, and hence locally repelled trajectories near the synchronized

chaotic attractor exhibit transient intermittent bursting from the synchronization line. Thus,

a bubbling transition occurs through the first transverse (period-doubling) bifurcation. Note

that this period-doubling bifurcation mechanism for the bubbling transition and its effect

are the same as those for α = 0, independently of the value of α. With further decrease

of c, the synchronized chaotic attractor becomes transversely unstable through a blow-out

bifurcation at the line B. However, the type of this blow-out bifurcation depends on the

value of α. As mentioned above, with increasing α from 0, the subcritical pitchfork bifurction

of the asynchronous period-2 saddle for α = 0 is replaced by the saddle-node bifurcation,

which occurs on the heavy solid line S2. As shown in the inset of Fig. 2.8, for 0 < α < α1

(' 0.0078), a pair of asynchronous saddle and stable node with period 2 appears through

the saddle-node bifurcation before the blow-out bifurcation. Consequently, the basin (shown

in gray) of the synchronized chaotic attractor becomes riddled with a dense set of tongues,

belonging to the basin (shown in dark gray) of the newly-born asynchronous period-2 attrac-

tor (denoted by the solid circle), which is shown in Fig. 2.9 for α = 0.005 and c = 0.1555.
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Figure 2.8: Phase diagram in the α − c plane for the case of weak coupling. A bubbling

transition occurs on the line D1 through the supercritical period-doubling bifurcation of the

saddle fixed point embedded in the synchronized chaotic attractor. With further decrease

of c, the synchronized chaotic attractor becomes transversely unstable through a blow-out

bifurcation on the line B. However, dynamical behaviors after the blow-out bifurcation vary

depending on the value of α, particularly because of the diverse effect of the saddle-node

bifurcation on the curve Sq (q = 2n, n = 1, 2, . . .). The type of the saddle-node bifurcation

on Sq changes at the point where the period-doubling bifurcation line Dq of an asynchronous

period-q orbit touches the Sq line. Thus, a pair of asynchronous saddle and stable (unstable)

node with period q appears when crossing the solid (dotted) part of Sq. Note also that an

interior crisis occurs when the line, denoted by the triangles, is crossed. For other details,

see the text.
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Figure 2.9: Riddled basin of the synchronized chaotic attractor for α = 0.005 and c = 0.1555

after appearance of a new asynchronous period-2 attractor via a saddle-node bifurcation.

Here the square denotes an asynchronous period-2 saddle, born from the synchronous fixed

point (denoted by the triangle), through the first transverse period-doubling bifurcation. A

pair of asynchronous saddle (denoted by the open circle) and attractor (denoted by the solid

circle) with period 2 appears through a saddle-node bifurcation. As a result, the basin of the

synchronized chaotic attractor (shown in gray) becomes riddled with a dense set of tongues,

belonging to the basin (shown in dark gray) of the asynchronous period-2 attractor.

Note that the stable manifolds of the asynchronous period-2 saddles (denoted by the open

circle and square) bound the main tongue, emanating from the synchronous repelling fixed

point (denoted by the triangle). Here an asynchronous period-2 saddle (square) is born from

the synchronous saddle fixed point (triangle) through the first transverse (period-doubling)

bifurcation, while another asynchronous period-2 saddle (open circle) appears along with the

asynchronous period-2 attractor (solid circle) via the saddle-node bifurcation. All the other

tongues are preimages of this main tongue. Thus, the effect of the saddle-node bifurcation

becomes the same as that of the subcritical pitchfork bifurcation for α = 0 (i.e., a riddling

transition occurs through the appearance of an asynchronous periodic attractor). For this

case, when crossing the line B, the synchronized chaotic attractor loses its transverse stabil-

ity via a subcritical blow-out bifurcation, and then the system is asymptotically attracted

to the asynchronous period-2 attractor.

For α > α1, the saddle-node bifurcation on S2 occurs after the blow-out bifurcation (see
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the inset of Fig. 2.8). Hence, when passing the line B, an asynchronous chaotic attractor,

bounded to the absorbing area, appears through a supercritical blow-out bifurcation and

exhibits a typical intermittent bursting, called the on-off intermittency. However, the subse-

quent fate of the asynchronous chaotic attractor depends on the value of α. Figure 2.10(a)

shows the asynchronous chaotic attractor for α = 0.2 and c = 0.15, born via the super-

critical blow-out bifurcation. However, when passing the S2 line, the asynchronous chaotic

attractor becomes broken up suddenly, because a pair of asynchronous saddle and stable

node (attractor) with period 2 appears inside the asynchronous chaotic attractor via the

saddle-node bifurcation. After this break up, the asymptotic state changes from the asyn-

chronous chaotic state to an asynchronous period-2 state (denoted by the solid circle), as

shown in Fig. 2.10(b) for α = 0.2 and c = 0.14, where an open circle denotes an asynchronous

period-2 saddle born via the saddle-node bifurcation. Note that this destruction effect of

the saddle-node bifurcation is in contrast with the riddling effect for α < α1. This kind of

destruction through the appearance of an asynchrnous period-2 attractor occurs only when

passing the heavy solid part of the S2 curve for α1 < α < α2 (' 0.3924) (see Fig. 2.8). Note

that for α = α2, a period-doubling bifurcation line D2 of an asynchronous period-2 orbit

touches the saddle-node bifurcation line S2, and then the type of the saddle-node bifurcation

changes from the unstable-stable pair bifurcation to the unstable-unstable pair bifurcation.

That is, when passing the heavy dotted part of the S2 curve for α > α2, a pair of asyn-

chronous saddle and unstable node (repeller) with period 2 appears. We also note that a

saddle-node bifurcation line S4, giving rise to the birth of a pair of asynchronous saddle and

stable node with period 4, emanates from the contact point of the S2 line with the D2 line.

In such a way, with increasing α higher-order saddle-node and period-doubling bifurcations

of period-q (q = 2n, n = 2, 3, 4, . . .) orbit occur on the Sq and Dq curves, respectively. Thus,

the destruction of the asynchronous chaotic attractor continues to take place through the

appearance of an asynchronous period-q attractor when passing the solid part of the Sq curve

until α = α∗ (' 0.6673) (see Fig. 2.8). For α > α∗, the type of all saddle-node bifurcations

on the Sq curves becomes the unstable-unstable pair bifurcations, giving rise to the birth of

asynchronous saddle-repeller pairs, and hence destruction phenomena no longer occur.

For α > α∗, a large asynchronous chaotic attractor, born via the blow-out bifurcation,

is transformed into a small chaotic attractor through a reverse interior crisis, mediated by
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Figure 2.10: Destruction of an asynchronous chaotic attractor through appearance of an

asynchronous period-2 attractor inside the asynchronous chaotic attractor via a saddle-node

bifurcation for α = 0.2. (a) The asynchronous chaotic attractor bounded by segments of

the critical curves L1 and L2 for c = 0.15, born via a supercritical blow-out bifurcation.

(b) Asynchronous period-2 attractor (denoted by the solid circle) and its counterpart saddle

(denoted by the open circle) for c = 0.14 after the destruction of the asynchronous chaotic

attractor.

the saddle-node bifurcation. Figure 2.11(a) shows the large asynchronous chaotic attractor,

bounded by the segments of the critical curves L1 and L2 for α = 0.85 and c = 0.18.

When passing the dotted S2 curve for c ' 0.1476, along with a pair of asynchronous saddle

and repeller with period 2, born through the saddle-node bifurcation, a small two-piece

asynchronous chaotic attractor appears, as shown in Fig. 2.11(b) for c = 0.14. Note that

the asynchronous period-2 saddle (denoted by the solid circle) is embedded in the small

asynchronous chaotic attractor, and the asynchronous period-2 repeller (denoted by the open

circle) lies on the dotted line. In fact, all higher-order asynchronous period-q saddles and

repellers, born via the saddle-node bifurcations on Sq, also lie on the asynchronous chaotic

attractor and the dotted line, respectively. On the other hand, the asynchronous period-

2 orbit (denoted by the square), born via the first transverse period-doubling bifurcation

of the synchronous fixed point (denoted by the triangle), and its descendant orbits lie on

the dashed line. Note that these two lines are bounding a region, where asynchronous

unstable periodic orbits (denoted by dots) lie, inside the absorbing area. As we increase the

coupling parameter c from 0.14 in a reverse way, the asynchronous period-2 saddle (solid
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circle) on the asynchronous chaotic attractor approaches the asynchronous period-2 repeller

(open circle) on the dotted boundary line, and they coalesce at their saddle-node bifurcation

point (c ' 0.1476) on S2. After that, a sudden increase in the size of the asynchronous

chaotic attractor occurs through the interior crisis mediated by the saddle-node bifurcation.

A similar expansion of the asynchronous chaotic attractor also takes place through another

interior crisis when decreasing the coupling parameter c from 0.14. With decrease of c, the

asynchronous chaotic attractor becomes larger in a horizontal direction, and it collides with

the dashed boundary line when passing the crisis line, denoted by the triangles in Fig. 2.8.

After that, the small asynchronous chaotic attractor transforms to a large asynchronous

chaotic attractor, covering the whole absorbing area. Note that this interior-crisis curve

touches the S2 curve for α = α3 (' 0.8965) (see Fig. 2.8). Hence, for α > α3, no interior crises

occur when passing the S2 curve. Consequently, the large asynchronous chaotic attractor,

born via the blow-out bifurcation, is preserved without any qualitative change when passing

the S2 curve, as in the unidirectionally-coupled case (α = 1) [11].

2.1.3.2 Bifurcation scenarios for the case of strong coupling

From now on, we investigate the effect of the asymmetry of coupling on the bifurcation

scenarios of desynchronization with increasing the coupling parameter. For this strong-

coupling case, it is found that the asymmetry changes the supercritical pitchfork bifurcation

of a synchronous periodic saddle into a transcritical bifurcation. However, the effect of the

transcritical bifurcation varies depending on whether or not it induces a contact between the

synchronized chaotic attractor and its basin boundary. If such a contact does not occur, a

bubbling transition occurs, while when a contact is induced, a riddling transition takes place.

For small α, the transcritical bifurcation does not induce any contact, and hence its effect

becomes similar to that in the symmetrically-coupled case (α = 0). However, as α is further

increased, the type of the transcritical bifurcation is changed into another one inducing a

contact, and then the effect of the transcritical bifurcation becomes qualitatively different

from that for α = 0.

For the case of the symmetric coupling (α = 0), the following desynchronization process

was found [8]. The synchronous saddle fixed point embedded in the synchronized chaotic

attractor first becomes transversely unstable via a supercritical pitchfork bifurcation when
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Figure 2.11: Appearance of a small asynchronous chaotic attractor through a (reverse) inte-

rior crisis for α = 0.85. (a) Large asynchronous chaotic attractor bounded by the segments

of the critical curves L1 and L2 for c = 0.18, born via a supercritical blow-out bifurcation.

(b) Small asynchronous chaotic attractor for c = 0.14 born through a (reverse) interior cri-

sis, mediated by a saddle-node bifurcation on S2. Note that the dotted and dashed lines

bound the region, where unstable asynchronous periodic orbits lie, inside the absorbing area

bounded by segments of the critical curves L1 and L2. Here unstable asynchronous orbit

points are plotted up to period 16. The asynchronous period-2 saddle (denoted by the solid

circle) is embedded in the asynchronous chaotic attractor and the asynchronous period-2

repeller (denoted by the open circle) lies on the dotted line. As c is further decreased, this

asynchronous small chaotic attractor is transformed into a large one through another inte-

rior crisis occurring when crossing the dashed line, where the asynchronous period-2 orbit

(denoted by the square), born through the first transverse period-doubling bifurcation of the

synchronous fixed point (represented by the triangle) lies. For other details, see the text.
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Figure 2.12: Schematic bifurcation diagrams for (a) α = 0 and (b) α > 0 in the strong-

coupling case. Here the dashed and dotted lines represent the periodic saddle and repeller,

respectively. When the asymmetry is introduced (i.e., α 6= 0), the supercritical pitchfork

bifurcation of a synchronous periodic saddle for α = 0 is transformed into a transcritical

bifurcation of the synchronous periodic saddle and a saddle-node bifurcation, creating a new

pair of asynchronous saddle and unstable node (repeller). For other details, see the text.

its minimal Floquet multiplier increases through +1 for c = 0.790 . . . . As a result of this first

transverse bifurcation, the synchronous saddle fixed point is transformed into a repelling fixed

point, and a conjugate pair of asynchronous period-1 saddle appears in its neighborhood [see

the schematic bifurcation diagram in Fig. 2.12(a)]. For this case, the synchronized chaotic

attractor is surrounded by a mixed absorbing area, bounded by union of segments of the

unstable manifolds of the asynchronous period-1 saddle and portions of the critical curves

L1 and L2. Hence, locally repelled trajectories near the synchronized chaotic attractor

cannot leave the mixed absorbing area, and they exhibit transient intermittent bursting.

Thus, the first transverse (pitchfork) bifurcation induces a bubbling transition. With further

increase of c, the asynchronous period-1 saddles are stabilized through subcritical period-

doubling bifurcations for c = 0.842 . . . . Consequently, the basin of the synchronized chaotic

attractor becomes riddled with a dense set of tongues, belonging to the basins of the stabilized

asynchronous period-1 attractors. This riddling transition is similar to the weak-coupling

case for α = 0, although the underlying bifurcation mechanisms for the stabilization are

different. As c is further increased, the synchronized chaotic attractor becomes transversely

unstable through a subcritical blow-out bifurcation for c ' 0.845, and then the system is

asymptotically attracted to one of the asynchronous period-1 attractors.

We now investigate the bifurcation scenarios of the synchronization loss with increasing
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the asymmetry parameter from α = 0. It is thus found that the bifurcation mechanism for

the case of the pitchfork bifurcation of a synchronous periodic saddle is affected by the asym-

metry, while other bifurcations such as period-doubling bifurcations are conserved. For the

symmetric coupling case (α = 0), a synchronous periodic saddle (denoted by the horizontal

dashed line) is transformed into a repeller (denoted by the dotted line) by emitting a conju-

gate pair of asynchronous saddles (denoted by the dashed lines) with the same period through

a supercritical pitchfork bifurcation, as shown in Fig. 2.12(a). However, with increasing the

asymmetry parameter from α = 0, the upper branch for the case of α = 0 is smoothly

shifted backward from the bifurcation point, and then two new branches, corresponding to

the asynchronous periodic saddle (dashed line) and repeller (dotted line), appear through a

saddle-node bifurcation, as shown in Fig. 2.12(b). Note that with increasing the coupling

parameter, the asynchronous periodic repeller (dotted line) approaches the synchronous pe-

riodic saddle (horizontal dashed line), and eventually they coalesce at a bifurcation point.

After that, they exchange only their stability [i.e., the saddle (repeller) transforms to a re-

peller (saddle)]. Through this transcritical bifurcation, occurring in asymmetric dynamical

systems with some constraint [85], the synchronous periodic saddle loses its transverse sta-

bility, when its minimal Floquet multiplier increases through +1. However, the effect of

this transcritical bifurcation depends on whether or not it induces a contact between the

synchronized chaotic attractor and its basin boundary, as will be seen below.

Figure 2.13 shows the phase diagram before the blow-out bifurcation in the α− c plane.

As mentioned above, for α > 0 the synchronous saddle fixed point first becomes trans-

versely unstable through a transcritical bifurcation, occurring on the line T1, where the syn-

chronous saddle fixed point exchanges stability with an asynchronous repelling fixed point,

born through a saddle-node bifurcation occurring on the line S1. Note that these transcriti-

cal and saddle-node bifurcation lines T1 and S1 emanate from the pitchfork bifurcation point

for α = 0. The type of the transcritical bifurcation of the synchronous saddle fixed point

depends on whether or not its “counterpart” (asynchronous repelling fixed point) lies on a

basin boundary. Note that the asynchronous period-1 repeller is lying on a basin bound-

ary in the regions hatched with vertical and horizontal lines. Only when the synchronous

period-1 saddle collides with an asynchronous period-1 repeller on a basin boundary, the

transcritical bifurcation may induce a contact between the synchronized chaotic attractor
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and its basin boundary, and then an absorbing area, surrounding the synchronized chaotic

attractor, disappears. Consequently, when crossing the heavy dotted part of the T1 curve,

a direct transition to riddling occurs, while when its heavy solid part is passed, a bubbling

transition takes place because an absorbing area, surrounding the synchronized chaotic at-

tractor, is preserved. Thus, the T1 curve is divided into four parts (two heavy solid parts

and two heavy dotted parts). The values of α at their boundary points are α4 (' 0.3846),

α5 (' 0.6187), and α6 (' 0.6667).

For 0 < α < α4, when crossing the S1 curve, a pair of asynchronous period-1 sad-

dle (denoted by the solid down-triangle) and unstable node (repeller, denoted by the open

down-triangle) appears, as shown in Fig. 2.14(a) for α = 0.3 and c = 0.923. Together with

segments of the critical curves L1 and L2, portions of the unstable manifolds of the asyn-

chronous saddle fixed point (solid down-triangle) form a boundary of a mixed absorbing

area, surrounding the synchronized chaotic attractor. Note that the asynchronous period-1

repeller (open down-triangle) lies strictly inside the absorbing area (i.e., it does not lie on

any basin boundary). As c is increased, the asynchronous period-1 repeller (open down-

triangle) approaches the synchronous period-1 saddle (denoted by the open up-triangle),

embedded in the synchronized chaotic attractor. Eventually, they coalesce and a transcrit-

ical bifurcation occurs for c = 0.930 . . . . When passing the transcritical bifurcation point,

the asynchronous period-1 repeller (open down-triangle) moves down off the synchroniza-

tion line, and exchanges stability with the synchronous period-1 saddle (open up-triangle), as

shown in Fig. 2.14(b) for c = 0.943. Since the mixed absorbing area is still surrounding the

synchronized chaotic attractor, locally repelled trajectories near the synchronized chaotic

attractor exhibit transient intermittent bursting from the synchronization line. Thus the

effect of the transcritical bifurcation becomes similar to that of the supercritical pitchfork

bifurcation for α = 0 (i.e., a bubbling transition occurs). With further increase of c, the

asynchronous saddle fixed point becomes stabilized through a subcritical period-doubling

bifurcation when crossing the D1 line for c = 0.945 . . . . Consequently, the basin (shown

in gray) of the synchronized chaotic attractor becomes riddled with a dense set of tongues,

belonging to the basin (shown in dark gray) of the stabilized asynchronous period-1 at-

tractor (solid down-triangle), which is shown in Fig. 2.14(c) for c = 0.992. Note that this

stabilization mechanism is the same as that for α = 0.
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Figure 2.13: Phase diagram before the blow-out bifurcation in the α − c plane for the

strong-coupling case. The synchronous saddle fixed point first becomes transversely unstable

through a transcritical bifurcation on the line T1. The effect of the transcritical bifurcation

varies depending on whether or not it induces a contact between the synchronized chaotic

attractor and its basin boundary. An asynchronous period-1 repeller, which is a counterpart

of the synchronous period-1 saddle for the transcritical bifurcation, lies on a basin boundary

of the synchronized chaotic attractor in the regions hatched with vertical and horizontal lines.

Hence, when crossing the dotted part of T1, a riddling transition through the transcritical

contact bifurcation occurs, while when its solid part is crossed, a bubbling transition takes

place, because an absorbing area surrounding the synchronized chaotic attractor is preserved.

Thus, the T1 curve is divided into four parts (two heavy solid parts and two heavy dotted

parts). Other diverse dynamical phenomena also occur on the saddle-node bifurcation curve

S1, period-doubling bifurcation curve D1, Hopf bifurcation curve H1, boundary-crisis curves

(denoted by the open triangles and circles), and blow-out bifurcation curve B. For further

details, see the text.
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Figure 2.14: Bubbling transition through the transcritical bifurcation that does not induce

any contact between the synchronized chaotic attractor and its basin boundary for α =

0.3. Here the asynchronous period-1 saddle and repeller, born through the saddle-node

bifurcation on S1, are denoted by the solid and open down-triangles, respectively, and the

synchronous period-1 saddle is represented by the open up-triangle. The situations before

and just after the transcritical bifurcation of the synchronous period-1 saddle are depicted

in (a) for c = 0.923 and in (b) for c = 0.943, respectively. (c) Basin (shown in gray) of the

synchronized chaotic attractor for c = 0.992, riddled with a dense set of tongues, belonging

to the basin (shown in dark gray) of the stabilized asynchronous period-1 attractor (solid

down-triangle), through a subcritical period-doubling bifurcation.

When α increases through α4, the D1 curve crosses the T1 curve (see Fig. 2.13). Con-

sequently, for α > α4 the stabilization of the asynchronous period-1 saddle (solid down-

triangle) through a subcritical period-doubling bifurcation occurs before the first transverse

(transcritical) bifurcation on the T1 curve. As a result of this stabilization, the asynchronous

period-1 repeller (open down-triangle) lies on the basin (shown in dark gray) boundary of the

stabilized asynchronous period-1 attractor (solid down-triangle), as shown in Fig. 2.15(a) for

α = 0.48 and c = 1.03. For this case, a mixed absorbing area, formed by union of segments

of the unstable manifolds of the asynchronous period-1 repeller and portions of the critical

curves L1 and L2, is surrounding the synchronized chaotic attractor. As c is increased, the

asynchronous period-1 repeller (open down-triangle) approaches the synchronous period-1

saddle (open up-triangle), embedded in the synchronized chaotic attractor, and hence the ab-

sorbing area shrinks. Eventually, for c = 1.040 . . . a transcritical contact bifurcation between

the synchronous period-1 saddle and the asynchronous period-1 repeller on the basin bound-
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ary occurs, and then the absorbing area disappear, as shown in Fig. 2.15(b). Note that this

transcritical bifurcation induces a contact between the synchronized chaotic attractor and its

basin boundary. When passing the transcritical bifurcation point, the asynchronous period-1

repeller (open down-triangle) moves down off the basin boundary, and exchanges stability

with the synchronous period-1 saddle (open up-triangle). However, the synchronized chaotic

attractor continues to contact its basin boundary at a new synchronous repelling fixed point

(open up-triangle). As a result of this transcritical bifurcation, the basin of the synchronized

chaotic attractor becomes riddled with a dense set of tongues, belonging to the basin of

the asynchronous period-1 attractor (solid down-triangle). Thus, this transcritical bifurca-

tion induces a riddling transition. However, near the riddling transition point, the tongues

are too narrow to be seen. With further increase of c, the asynchronous period-1 attractor

(solid down-triangle) is transformed into a quasiperiodic attractor through a Hopf bifurca-

tion when crossing the H1 curve, and then an asynchronous chaotic attractor is developed

from the quasiperiodic attractor. During this process, the repelling tongues become large to

be seen, as shown in Fig. 2.15(c) for c = 1.1. Note that this kind of a direct transition to

riddling takes place when passing the heavy dotted part of the T1 curve for α4 < α < α5,

in contrast to the case of α < α4 where only a bubbling transition occurs through the

transcritical bifurcation on T1.

As α is increased from α5, the D1 curve touches the S1 curve at the point P1 ['
(0.6660, 1.0999)], and then the type of the saddle-node bifurcation changes (see Fig. 2.13).

On the solid part of S1 (below P1), the saddle-node bifurcation gives rise to the birth of a

pair of asynchronous period-1 saddle and unstable node (repeller), while on the dotted part

of S1 (above P1), it leads to the birth of a pair of asynchronous period-1 saddle and stable

node (attractor) [see the schematic bifurcation diagram in Fig. 2.16(a)]. Note also that a

supercritical period-doubling bifurcation (dotted) line D1 emanates from P1, in contrast with

the subcritical solid part of D1 below P1. At the right end point P2 [' (0.9635, 1.1161)] of

the dotted part of S1, where the curve H1 touches the curve S1, the type of the saddle-node

bifurcation changes again, i.e., on the solid part of S1 above P2, a pair of asynchronous

period-1 saddle and unstable node (repeller) is born [see also the schematic bifurcation di-

agram in Fig. 2.16(b)]. As shown in Figs. 2.16(a) and (b), for α > 0.666 (above P1) the

asynchronous period-1 saddle, born through a saddle-node bifurcation, is transformed into
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Figure 2.15: Riddling transition through the transcritical contact bifurcation for α = 0.48.

Before the transcritical bifurcation, the asynchronous period-1 saddle (denoted by the solid

down-triangle) becomes stabilized through a subcritical period-doubling bifurcation, and

hence the asynchronous period-1 repeller (denoted by the open down-triangle), which is the

counterpart of the synchronous period-1 saddle (represented by the open up-triangle) lies

on the basin boundary. The situations before and just at the transcritical bifurcation of the

synchronous period-1 saddle are depicted in (a) for c = 1.03 and in (b) for c = 1.040 . . .

, respectively. (c) Basin (shown in gray) of the synchronized chaotic attractor for c = 1.1,

riddled with a dense set of tongues, belonging to the basin (shown in dark gray) of the

asynchronous chaotic attractor, developed from the asynchronous period-1 attractor (solid

down-triangle).

a repeller via a supercritical period-doubling bifurcation, which then becomes a counterpart

of the synchronous period-1 saddle for the transcritical bifurcation. This is in contrast to

the case of α < 0.666 (below P1), where the asynchronous period-1 repeller, born through

a saddle-node bifurcation, is involved in the transcritical bifurcation as a counterpart of the

synchronous period-1 saddle.

The asynchronous period-1 repellers, associated with the transcritical bifurcations, lie on

the basin boundary of an asynchronous period-1 attractor (or an attractor developed from

it) in the region hatched with vertical lines in Fig. 2.13. Here the asynchronous period-1

attractor appears through stabilization of the asynchronous period-1 saddle born through

the saddle-node bifurcation for α < 0.666, while for α > 0.666 it is just the attractor born

through the saddle-node bifurcation on the dotted part of S1. For this case, the synchro-

nized chaotic attractor is surrounded by a small mixed absorbing area [e.g, see Fig. 2.15(a)].
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Figure 2.16: Types of the saddle-node bifurcation, associated with the transcritical bifur-

cation, for large α (> 0.666). Solid, dashed, and dotted lines denote the attractor, saddle,

and repeller, respectively. The saddle-node bifurcation gives rise to the birth of a pair of

asynchronous saddle and (a) stable or (b) unstable node. For both cases, the asynchronous

saddle is transformed into a repeller, acting as the counterpart of the synchronous saddle for

the transcritical bifurcation, through a period-doubling bifurcation.

For α > α5, the asynchronous chaotic attractor developed from the asynchronous period-1

attractor disappears with its basin through a boundary crisis when crossing the line denoted

by the open triangles in Fig. 2.13. Note that this boundary-crisis curve ends at the point

P2. Thus, when entering the shaded region through the boundary-crisis curve, the whole

basin becomes occupied only by the synchronized chaotic attractor, surrounded by a large

absorbing area, which is shown in Fig. 2.17 for α = 0.68 and c = 1.17. Note that the asyn-

chronous period-1 repeller (open down-triangle: counterpart of the synchronous period-1

saddle (open up-triangle) for the transcritical bifurcation) lies strictly inside the absorbing

area (i.e., it no longer lies on any basin boundary). Hence, when passing the solid part of T1

for α5 < α < α6 (left boundary of the shaded region), the transcritical bifurcation does not

induce any contact between the synchronized chaotic attractor and its basin boundary. After

this transcritical bifurcation, locally repelled trajectories near the synchronized chaotic at-

tractor exhibit transient intermittent bursting from the synchronization line (i.e., a bubbling

transition occurs), because the large absorbing area, surrounding the synchronized chaotic

attractor, is preserved.

However, when crossing the upper boundary of the the shaded region, denoted by the

open circles in Fig. 2.13, the large absorbing area disappears suddenly through a contact with

the basin boundary of the synchronized chaotic attractor. As a result of this crisis of the
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Figure 2.17: Synchronized chaotic attractor surrounded by a large absorbing area for α =

0.68 and c = 1.17. Note that the asynchronous period-1 repeller (denoted by the open down-

triangle), which acts as the counterpart of the synchronous period-1 saddle (denoted by the

open up-triangle) for the transcritical bifurcation, lies strictly inside the absorbing area.

absorbing area, the basin (shown in white) of the attractor at infinity penetrates the basin

(shown in gray) of the synchronized chaotic attractor, as shown in Fig. 2.18(a) for α = 0.8

and c = 1.27. Note that the asynchronous period-1 repeller (open down-triangle: counterpart

of the synchronous period-1 saddle (open up-triangle) for the transcritical bifurcation) lies

on the basin boundary of the synchronized chaotic attractor, surrounded by a small mixed

absorbing area. This kind of situation occurs in the whole region hatched with horizontal

lines in Fig. 2.13. With increasing the coupling parameter c, the asynchronous period-1

repeller (open down-triangle) approaches the synchronous period-1 saddle (open up-triangle),

the mixed absorbing area shrinks, and eventually a transcritical contact bifurcation occurs

when crossing the upper dotted part of T1 for c = 1.317 . . . , as shown in Fig. 2.18(b). As a

result of this transcritical bifurcation, the basin of the synchronized chaotic attractor becomes

riddled with a dense set of repelling tongues, leading to the divergent trajectories, because

the mixed absorbing area, surrounding the synchronized chaotic attractor, disappears, which

is shown in Fig. 2.18(c) for c = 1.4. Note that this mechanism for the riddling transition

through the transcritical contact bifurcation on the upper dotted part of T1 is similar to that

in the unidirectionally-coupled case (α = 1) [11].

From now on, we study the dynamical behaviors after the bubbling and riddling tran-
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Figure 2.18: Riddling transition through the transcritical contact bifurcation for α = 0.8.

(a) Synchronized chaotic attractor surrounded by a mixed absorbing area for c = 1.27. Note

that the asynchronous period-1 repeller (denoted by the open down-triangle), which is the

counterpart of the synchronous period-1 saddle (represented by the open up-triangle), lies

on the basin boundary. (b) At the transcritical bifurcation point (c = 1.317 . . .), the saddle

(open up-triangle) and the repeller (open down-triangle) coalesce, and thus the absorbing

area disappears. (c) Basin (shown in gray) of the synchronized chaotic attractor for c = 1.4,

riddled with a dense set of tongues, belonging to the basin (shown in white) of the attractor

at infinity.

sitions. Figure 2.19 shows the phase diagram after the transcritical bifurcation in the α-c

plane. As explained above, a direct transition to riddling occurs through a transcritical con-

tact bifurcation when crossing the dotted part of T1, because the absorbing area, surrounding

the synchronized chaotic attractor, disappears. On the other hand, when the solid part of T1

is crossed, a bubbling transition takes place, because an absorbing area is surrounding the

synchronized chaotic attractor. However, with further increase of c, a riddling transition also

occurs through stabilization of an asynchronous period-1 saddle, born by the saddle-node

bifurcation on S1, via a subcritical period-doubling bifurcation on the lower branch of D1.

Thus, the basin of the synchronized chaotic attractor becomes riddled in the region hatched

with horizontal lines, while an absorbing area is surrounding the synchronized chaotic at-

tractor in the region hatched with vertical lines. Eventually, when crossing the blow-out

bifurcation curve B, the synchronized chaotic attractor becomes transversely unstable, and

then it is transformed into a chaotic saddle (i.e., a complete loss of chaos synchronization

occurs). However, the type of the blow-out bifurcation also depends on the existence of an
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Figure 2.19: Phase diagram after the transcritical bifurcation in the α − c plane for the

case of strong coupling. As a result of the transcritical bifurcation at the line T1, a riddling

transition occurs in the horizontally-hatched region, while a bubbling transition takes place

in the vertically-hatched region. Hence, when crossing the dotted and solid parts of the

curve B, subcritical and supercritical blow-out bifurcations occur, respectively. Note also

that the period-doubling bifurcation curves D1, the Hopf bifurcation curves H1, and the

boundary-crisis curves (denoted by the open and solid triangles) come in pairs from the

period-doubling bifurcation, Hopf bifurcation, and the crisis points for α = 0, respectively.

For further details, see the text.
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Figure 2.20: Large asynchronous chaotic attractor, born via a supercritical blow-out bifur-

cation for α = 0.5 and c = 1.14, which covers the whole absorbing area, bounded by the

segments of the critical curves, L1, L2 and L3.

absorbing area. When crossing the lower and upper dotted parts of B, the state of the sys-

tem is asymptotically attracted to an asynchronous period-1 attractor (or an asynchronous

attractor developed from it) and the attractor at infinity, respectively, through a subcritical

blow-out bifurcation, because there is no absorbing area. Note also that the blow-out bifur-

cations near α = 0 and 1 are similar to those in the cases of symmetric coupling (α = 0)

[8] and unidirectional coupling (α = 1) [11], respectively. However, when crossing the solid

part of B, an asynchronous chaotic attractor spreads to the whole absorbing area through a

supercritical blow-out bifurcation, as shown in Fig. 2.20 for α = 0.5 and c = 1.14. This asyn-

chronous chaotic attractor makes a contact with its basin boundary on the curve, denoted

by the open circles in Fig. 2.19, and then it disappears with its basin through a boundary

crisis.

Finally, we discuss the bifurcation behaviors after the blow-out bifurcation. As shown

in Fig. 2.19, as α is increased from 0, the period-doubling bifurcation curves D1, the Hopf

bifurcation curves H1, and the boundary-crisis curves (denoted by the open and solid tri-

angles) come in pairs from the period-doubling bifurcation, Hopf bifurcation, and the crisis

points for α = 0, respectively. For the case of subcritical period-doubling bifurcations on D1,

the lower branch of D1 is associated with stabilization of the asynchronous period-1 saddle
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[corresponding to the upper dashed curve in Fig. 2.12(b)], born through the saddle-node

bifurcation. On the other hand, when crossing the upper branch of D1 another period-1

saddle [corresponding to the lower dashed curve in Fig. 2.12(b)], which is transformed from

the asynchronous period-1 repeller through the transcritical bifurcation in Fig. 2.12(b), also

becomes stabilized. These asynchronous period-1 attractors, stabilized at the upper and

lower branches of D1, become unstable when passing the upper and lower branches of H1,

respectively, and then generally quasiperiodic attractors appear. With further increase of

c, asynchronous chaotic attractors, developed from the asynchronous quasiperiodic attrac-

tors, born at the upper and lower branches of H1, disappear through boundary crises at the

upper (solid triangle) and lower (open triangle) crisis curves, respectively. As an example,

consider the case of α = 0.75. When crossing the curve B for c ' 1.352, an abrupt collapse

of the synchronous state occurs through a subcritical blow-out bifurcation, and then typi-

cal trajectories, starting near the synchronization line, are divergent to infinity. However,

as the upper branch of D1 is passed for c = 1.647 . . . , a stabilized asynchronous period-1

attractor appears with its basin. With further increase of c, this asynchronous period-1 at-

tractor is transformed into an asynchronous quasiperiodic attractor when the upper branch

of H1 is crossed at c = 1.784 . . . . Finally, the asynchronous chaotic attractor, developed

from the asynchronous quasiperiodic attractor, disappears suddenly with its basin through

a boundary crisis, occurring for c ' 1.869 at the curve (denoted by the solid triangles).

2.2 Effect of Parameter Mismatching and Noise on

Weak Synchronization

We investigate the effect of the parameter mismatch on the weak synchronization in coupled

one-dimensional maps [19]. Loss of strong synchronization begins with a first transverse

bifurcation of a periodic saddle embedded in the synchronized chaotic attractor, and then

the synchronized chaotic attractor becomes weakly stable. Because of local transverse repul-

sion of the periodic repellers embedded in the weakly stable synchronized chaotic attractor,

a typical trajectory may have segments of arbitrary length that have positive local trans-

verse Lyapunov exponents. Consequently, the weakly stable synchronized chaotic attractor
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becomes sensitive with respect to the variation of the mismatching parameter [20]. To quan-

titatively characterize such parameter sensitivity, we introduce a new quantifier, called the

parameter sensitivity exponent. As the local transverse repulsion of the periodic repellers

strengthens, the value of the parameter sensitivity exponent increases. In terms of parameter

sensitivity exponents, we characterize the parameter mismatching effect on the intermittent

bursting and basin riddling occurring in the regime of weak synchronization. It is thus found

that the scaling exponent for the average time spent near the diagonal is given by the recip-

rocal of the parameter sensitivity exponent. Similar to the case of parameter mismatching,

we introduce a quantity, called the noise sensitivity exponent, to measure the degree of noise

sensitivity and characterize the effect of noise on weak synchronization [21]. It is thus found

that the noise and parameter mismatch have the same effect on the scaling behavior of the

average characteristic time. We extend the method of characterizing the parameter and

noise sensitivity of the synchronized chaotic attractor in terms of the parameter and noise

sensitivity exponent to the coupled systems consisting of the high-dimensional invertible

systems such as the Hénon map and oscillators [22].

2.2.1 Characterization of the Parameter Sensitivity

We investigate the parameter-mismatching effect on the weak synchronization in two coupled

1D maps [12]:

T :





xn+1 = F (xn, yn) = f(xn, a) + (1− α)cg(xn, yn),

yn+1 = G(xn, yn) = f(yn, b) + c g(yn, xn),
(2.11)

where xn and yn are state variables of the subsystems at a discrete time n, local dynamics in

each subsystem with a control parameter p (p = a, b) is governed by the 1D map f(x, p) =

1 − p x2, c is a coupling parameter between the two subsystems, and g(x, y) is a coupling

function of the form,

g(x, y) = y2 − x2. (2.12)

For α = 0, the coupling becomes symmetric, while for nonzero α (0 < α ≤ 1) it becomes

asymmetric. The extreme case of asymmetric coupling with α = 1 corresponds to the

unidirectional coupling. In such a way, α tunes the degree of asymmetry in the coupling.
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For the case of identical 1D maps (i.e., a = b), there exists an invariant synchronization

line, y = x, in the x−y phase space. However, in presence of a mismatching between the two

1D maps, the diagonal is no longer invariant. To take into consideration such a mismatching

effect, we introduce a small mismatching parameter ε in the coupled 1D maps of Eq. (2.11)

such that

b = a− ε, (2.13)

and consider an orbit {(xn, yn)} starting from an initial point on the diagonal (i.e., x0 = y0).

As the strength of the local transverse repulsion from the diagonal increases, the synchronized

chaotic attractor becomes more and more sensitive with respect to the variation of ε. Such

parameter sensitivity of the synchronized chaotic attractor for ε = 0 may be characterized

by calculating the derivative of the transverse variable un (= xn−yn), denoting the deviation

from synchronization, with respect to ε,

∂un+1

∂ε

∣∣∣∣
ε=0

=
∂xn+1

∂ε

∣∣∣∣
ε=0

− ∂yn+1

∂ε

∣∣∣∣
ε=0

=

[
∂F (xn, yn)

∂xn

∣∣∣∣
ε=0

− ∂G(xn, yn)

∂xn

∣∣∣∣
ε=0

]
∂xn

∂ε

∣∣∣∣
ε=0

(2.14)

+

[
∂F (xn, yn)

∂yn

∣∣∣∣
ε=0

− ∂G(xn, yn)

∂yn

∣∣∣∣
ε=0

]
∂yn

∂ε

∣∣∣∣
ε=0

− ∂G(xn, yn, ε)

∂ε

∣∣∣∣
ε=0

.

Using Eq. (2.11), we may obtain a recurrence relation

∂un+1

∂ε

∣∣∣∣
ε=0

= [fx(x
∗
n, a)− (2− α)c h(x∗n)]

∂un

∂ε

∣∣∣∣
ε=0

+ fa(x
∗
n, a), (2.15)

where fx and fa are the derivatives of f with respect to x and a, {(x∗n, y∗n)} is the synchronous

orbit with x∗n = y∗n for ε = 0, and h(x) is a reduced coupling function defined by [87]

h(x) ≡ ∂g(x, y)

∂y

∣∣∣∣
y=x

. (2.16)

Hence, starting from an initial orbit point (x∗0, y
∗
0) on the diagonal, we may obtain derivatives

at all points of the orbit:

∂uN

∂ε

∣∣∣∣
ε=0

=
N∑

k=1

RN−k(x
∗
k)fa(x

∗
k−1, a) + RN(x∗0)

∂u0

∂ε

∣∣∣∣
ε=0

, (2.17)

where

RM(x∗m) =
M−1∏
i=0

[
fx(x

∗
m+i, a)− (2− α)c h(x∗m+i)

]
. (2.18)
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One can easily show that the factor RM(x∗m) is associated with a local (M -time) transverse

Lyapunov exponent σT
M(x∗m) of the synchronized chaotic attractor that is averaged over M

synchronous orbit points starting from x∗m as follows:

σT
M(x∗m) =

1

M
ln |RM(x∗m)|. (2.19)

Thus RM(x∗m) becomes a local (stability) multiplier that determines local sensitivity of the

motion during a finite time M . As M →∞, σT
M approaches the usual transverse Lyapunov

exponent σT that denotes the average exponential rate of divergence of an infinitesimal

perturbation transverse to the synchronized chaotic attractor. Since ∂u0

∂ε

∣∣
ε=0

= 0, Eq. (2.17)

reduces to
∂uN

∂ε

∣∣∣∣
ε=0

= SN(x∗0) ≡
N∑

k=1

RN−k(x
∗
k)fa(x

∗
k−1, a). (2.20)

In the case of weak synchronization, there are transversely unstable periodic repellers embed-

ded in the synchronized chaotic attractor. When a typical trajectory visits neighborhoods

of such repellers and their preimages, it has segments experiencing local repulsion from

the diagonal. Thus the distribution of local transverse Lyapunov exponents σT
M for a large

ensemble of trajectories and large M may have a positive tail. For the segments of a tra-

jectory exhibiting a positive local Lyapunov exponent (σT
M > 0), the local multipliers RM

[= ± exp(σT
MM)] can be arbitrarily large, and hence the partial sum SN may be arbitrarily

large. This implies unbounded growth of the derivatives ∂uN

∂ε

∣∣
ε=0

as N tends to infinity,

and consequently the weakly stable synchronized chaotic attractor may have a parameter

sensitivity.

As an example, we consider the synchronized chaotic attractor that exists in the interval

of cb,l[' −2.963] < c < cb,r[' −0.677] for a = 1.82 in the unidirectionally coupled case of

α = 1. When the coupling parameter c passes through cb,l or cb,r, the synchronized chaotic

attractor becomes transversely unstable through a blow-out bifurcation, and then a complete

desynchronization occurs. In the regime of synchronization, a strongly stable synchronized

chaotic attractor exists for ct,l[' −2.789] < c < ct,r[' −0.850]. For this case of strong

synchronization, there is no parameter sensitivity, because all periodic saddles embedded

in the synchronized chaotic attractor are transversely stable. Hence, in presence of a small

parameter mismatching ε the strongly-stable synchronized chaotic attractor becomes slightly

perturbed, as shown in Figs. 2.21(a) and 2.21(b). However, when the coupling parameter
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c passes ct,r and ct,l, bubbling and riddling transitions occur through the first transverse

bifurcations of periodic saddles, respectively. For this case, the weakly stable synchronized

chaotic attractor has a parameter sensitivity, because of local transverse repulsion of the

periodic repellers embedded in the synchronized chaotic attractor. Thus, however small the

parameter mismatching ε, a persistent intermittent bursting, called the attractor bubbling,

occurs in the regime of bubbling (ct,r < c < cb,r), as shown in Figs. 2.21(c) and 2.21(d). On

the other hand, in the regime of riddling (cb,l < c < ct,l), the weakly synchronized chaotic

attractor with a riddled basin for ε = 0 is transformed into a chaotic transient with a finite

lifetime in presence of a parameter mismatch [see Fig. 2.21(e)]. As c is varied away from ct,l or

ct,r, transversely unstable periodic repellers appear successively in the synchronized chaotic

attractor through transverse bifurcations. Then the degree of the parameter sensitivity of

the synchronized chaotic attractor increases, because of the increase in the strength of local

transverse repulsion of the periodic repellers. To quantitatively characterize the parameter

sensitivity of the synchronized chaotic attractor, we iterate Eqs. (2.11) and (2.15) starting

from an initial orbit point (x∗0, y
∗
0) on the diagonal and ∂u0

∂ε

∣∣
ε=0

= 0, and then we obtain the

partial sum SN(x∗0) of Eq. (2.20). The quantity SN becomes very intermittent, as shown in

Fig. 2.22(a). However, looking only at the maximum

γN(x∗0) = max
0≤n≤N

|SN(x∗0)|, (2.21)

one can easily see the boundedness of SN . Figure 2.22(b) shows the functions γN for both

cases of strong and weak synchronization. For the case of strong synchronization with

c = −1.5, γN grows up to the largest possible value of the derivative |∂u/∂ε| along the

synchronized chaotic attractor and remains constant for all subsequent iterations. Thus,

γN saturates for large N and hence the strongly stable synchronized chaotic attractor has

no parameter sensitivity. On the other hand, for the case of weak synchronization with

c = −0.7, γN grows unboundedly and exhibits no saturation. Consequently, the weakly

stable synchronized chaotic attractor has a parameter sensitivity.

The growth rate of the function γN(x∗0) with time N represents a degree of the parameter

sensitivity, and can be used as a quantitative characteristic of the weakly stable synchro-

nized chaotic attractor. However, γN(x∗0) depends on a particular trajectory. To obtain a

representative quantity, we consider an ensemble of randomly chosen initial points (x∗0, y
∗
0)
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Figure 2.21: Effect of the parameter mismatch with ε = 0.001 on the chaos synchronization

for a = 1.82 in the unidirectionally coupled case of α = 1. (a) A slightly perturbed synchro-

nized chaotic attractor and (b) the evolution of the transverse variable un (xn − yn) versus

the discrete time n for the case of strong synchronization with c = −1.5. (c) A bubbling

attractor and (d) the evolution of un versus n for the bubbling case of c = −0.7. For the

riddling case of c = −2.91 the synchronized chaotic attractor with a basin (gray region)

riddled with a dense set of tongues leading to divergent orbits (white region) for ε = 0 is

transformed into a chaotic transient (black dots) for ε = 0.001 as shown in (e).
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Figure 2.22: (a) Intermittent behavior of the partial sum |SN | for α = 1, a = 1.82, and

c = −0.7. (b) Two functions γN looking only at the maximum for c = −1.5 (strong synchro-

nization) and c = −0.7 (weak synchronization). These results are obtained for the trajectory

starting from the initial orbit point (x∗0, y
∗
0) = (0.5, 0.5) in the case of α = 1 and a = 1.82

on the diagonal, and take the minimum value of γN with respect to the initial orbit points,

ΓN = min
x∗0

γN(x∗0). (2.22)

Figure 2.23 shows a parameter sensitivity function ΓN for c = −0.7. Note that ΓN grows

unboundedly with some power,

ΓN ' N δ. (2.23)

Here the value δ ' 2.58 is a quantitative characteristic of the parameter sensitivity of

the synchronized chaotic attractor, and we call it the parameter sensitivity exponent. In

each regime of bubbling or riddling, we vary the coupling parameter from the bubbling

or riddling transition point to the blow-out bifurcation point and obtain the parameter

sensitivity exponents. For obtaining a satisfactory statistics, we consider 100 ensembles

for each c, each of which contains 100 randomly chosen initial orbit points and choose the

average value of the 100 parameter sensitivity exponents obtained in the 100 ensembles.

Figure 2.24(a) shows the plot of such parameter sensitivity exponents versus c. Note that

the parameter sensitivity exponent δ monotonically increases as c is varied away from the

bubbling or riddling transition point, and tends to infinity as c approaches the blow-out

bifurcation point. This increase in the parameter sensitivity of the synchronized chaotic

attractor is caused by the increase in the strength of local transverse repulsion of the periodic

repellers embedded in the synchronized chaotic attractor. After the blow-out bifurcation,
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Figure 2.23: Parameter sensitivity function ΓN for α = 1, a = 1.82, and c = −0.7 that

takes the minimum value of γN in the ensemble containing 100 randomly chosen initial orbit

points on the diagonal.

the weakly stable synchronized chaotic attractor is transformed into a transversely unstable

chaotic saddle exhibiting an exponential parameter sensitivity as shown in Fig. 2.24(b). Thus

a complete desynchronization occurs.

We also discuss the distribution of positive local (M -time) transverse Lyapunov expo-

nents, causing the parameter sensitivity of the weakly stable synchronized chaotic attractor.

As an example, we consider the case of a = 1.82 and c = −0.7 and obtain the probability

distribution PM(σ) of local (M -time) transverse Lyapunov exponents, where PM(σ) dσ is the

probability that σT
M has a value between σ and σ + dσ, by taking a long trajectory dividing

it into segments of length M and calculating σT
M in each segment. Figure 2.25(a) shows the

distributions PM(σ) for M = 100, 500, and 900. In the limit M → ∞, PM(σ) approaches

the delta distribution δ(σ − σT ), where σT is the usual averaged transverse Lyapunov expo-

nent. However, for finite M there is a variance 〈(σT
M −〈σT

M〉)2〉 [≡ ∫∞
−∞ PM(σ)(σ−〈σT

M〉)2dσ]

from the average value 〈σT
M〉 [≡ ∫∞

−∞ PM(σ)σdσ]. As shown in Fig. 2.25(b) this variance

approaches zero inversely with M as follows:

〈(σT
M − 〈σT

M〉)2〉 =
2D

M
. (2.24)
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Figure 2.24: (a) The plot of the parameter sensitivity exponents δ versus c in the regime of

weak synchronization for α = 1 and a = 1.82. (b) The exponential parameter sensitivity for

the a trajectory starting from the initial point (0.5, 0.5) for α = 1, a = 1.82, and c = −0.66.

Here the value of D (' 0.054) is the same, independently of the values of c for a = 1.82 in

the regime of weak synchronization. One remarkable feature of the distribution is the slow

decay of the positive tail of the distribution. In order to quantify this, we define the fraction

of positive local Lyapunov exponents as

F+
M =

∫ ∞

0

PM(σ)dσ. (2.25)

These fractions F+
M ’s are plotted for c = −0.7, −0.695, and −0.69 in Fig. 2.25(c). Note that

for each value of c, the fraction F+
M exhibits a power-law decay,

F+
M ∼ M−η. (2.26)

Here the values of the exponent η decreases as c increases. Consequently, for any case of

weak synchronization a trajectory has segments of arbitrarily long M that have positive local

Lyapunov exponents, and then the partial sum SN in Eq. (2.20) may be arbitrarily large.

Thus the weakly stable synchronized chaotic attractor may have a parameter sensitivity. As

shown in Fig. 2.25(c), as c increases the value of F+
M becomes larger. Hence, the degree of

the parameter sensitivity of the weakly stable synchronized chaotic attractor increases.

So far, we have characterized the parameter mismatching effect in terms of the parameter

sensitivity exponents in the unidirectionally coupled case with the asymmetry parameter

α = 1. Through Eq. (2.15), one can easily see that the parameter sensitivity exponent for a

given (a, c) in the case of α = 1 is the same as that for the value of [a, c/(2 − α)] in other
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Figure 2.25: (a) Three probability distributions PM of the local M -time Lyapunov exponents

for M = 100, 500, and 900 when α = 1, a = 1.82, and c = −0.7. (b) The plot of

〈(σT
M − 〈σT

M〉)2〉M2/2 versus M when α = 1, a = 1.82, and c = −0.7. Note that the

variance decreases inversely with M . (c) Plots of log10 F+
M (F+

M : fraction of the positive local

transverse Lyapunov exponent) versus − log10 M . Note that the three plots for c = −0.7

(circles), −0.695 (squares), and −0.69 (triangles) are well fitted with the straight lines with

the slopes η = 1.33, 0.99, and 0.66, respectively. Hence F+
M decays with some power η.
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coupled 1D maps with 0 ≤ α < 1 in Eq. (2.11). Thus, the results of the parameter sensitivity

exponents given in Fig. 2.24(a) may be converted into those for the case of general α only by

a scale change in the coupling parameter such that c → c/(2−α). For this case, the bubbling

regime for the case of α = 1 is always transformed into a bubbling regime for any other value

of α, because the bubbling transition occurs through the first transverse supercritical period-

doubling bifurcation, independently of the value of α. However, the riddling regime for the

case of α = 1 is transformed into a bubbling or riddling regime depending on the value of

α. For example, for the symmetrically coupled case of α = 0, the riddling regime for α = 1

is transformed into a bubbling regime, because a bubbling transition occurs through a first

trasnverse supercritical pitchfork bifurcation. For all other asymmetric cases with nonzero

α, the transtion to the weak synchronization occurs through the first trasnverse transcritical

bifurcation. Depending on whether or not such a transcritical bifurcation induce a contact

between the saddle fixed point embedded in the synchronized chaotic attractor and the

repelling fixed point on the basin boundary, a riddling or bubbling transtion occurs. Thus, a

bubbling transition occurs through a transcritical noncontact bifurcation for small α, while

a riddling transition takes place through a transcritical contact bifurcation for the values

close to α = 1. For more details, refer to Ref. [12].

2.2.2 Characterization of the Bubbling Attractor and the Chaotic

Transient

We characterize the parameter-mismatching effect on the bubbling and riddling in terms

of the parameter sensitivity exponents for a = 1.82 in the unidirectionally coupled case of

α = 1. The quantity of interest in both cases is the average time τ that a typical trajectory

spends near the diagonal. As c is varied from the bubbling or riddling transition point,

such average time becomes short because the strength of local transverse repulsion of the

periodic repellers embedded in the synchronized chaotic attractor increases. For the case of

bubbling, the bubbling attractor is in the laminar phase when the magnitude of the deviation

from the diagonal is less than a threshold value u∗b (i.e., |un| < u∗b). Otherwise, it is in the

bursting phase. Here u∗b is very small compared to the maximum bursting amplitude and

it is the maximum deviation from the diagonal that may be acceptable in the context of
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synchronization. For each c, we follow the trajectory starting from the initial condition (0,0)

until 50,000 laminar phases are obtained, and then we get the average laminar length τ (i.e.,

the average interburst interval) that scales with ε as [13]

τ ∼ ε−µ, (2.27)

where µ will be referred to the laminar phase exponent (LPE). The plot of the LPE µ versus

c is shown in Fig. 2.26(a). As c increases, the value of µ decreases, because the average

laminar length shortens. Note that this LPE µ is associated with the parameter sensitivity

exponent δ as follows. For a given ε, consider a trajectory starting from a randomly chaosen

initial orbit point on the diagonal. Then, From Eq. (2.23) the “average” time τ at which

the magnitude of the deviation from the diagonal becomes the threshold value u∗b can be

obtained:

τ ∼ ε−1/δ. (2.28)

Thus, the two exponents have a reciprocal relation,

µ = 1/δ. (2.29)

The reciprocal values of δ are also plotted in Fig. 2.26(a), and they agree well with the values

of µ. This reciprocal relation is valid also in the riddling regime. For each c we consider an

ensemble of trajectories starting from 1,000 randomly chosen initial points on the diagonal,

and obtain the average lifetime of the chaotic transients. A trajectory may be regarded as

having escaped once the magnitude of deviation un from the diagonal becomes larger than

a threshold value u∗c such that an orbit point with |u| > u∗c lies sufficiently outside the basin

of the synchronized chaotic attractor. Thus, the average lifetime τc is found to scale with ε

as [13]

τc ∼ ε−ν , (2.30)

where ν will be referred to the chaotic transient exponent (CTE). The plot of the CTE ν

versus c is given in Fig. 2.26(b). Like the bubbling case, the parameter sensitivity exponent

and CTE also have a reciprocal relation (i.e., ν = 1/δ), as shown in Fig. 2.26(b).
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Figure 2.26: (a) The plot of the laminar phase exponents (LPEs) µ (open circles) versus c

for α = 1 and a = 1.82. They agree well with the reciprocals of the parameter sensitivity

exponents (crosses). (b) The plot of the chaotic transient exponent (CTEs) (open circles)

versus c for α = 1 and a = 1.82. They agree well with the reciprocals of the parameter

sensitivity exponents (crosses).

2.2.3 Characterization of the Noise Sensitivity

We study the effect of additive and parametric noise on the weakly stable synchronized

chaotic attractor. For the case of weak synchronization, the synchronized chaotic attractor

becomes sensitive with respect to the variation of noise strength. First, we investigate the

effect of additive noise on weak synchronization in two coupled identical 1D maps [12]:

T :





xn+1 = F (xn, yn) = f(xn, a) + (1− α)cg(xn, yn) + σξ
(1)
n ,

yn+1 = G(xn, yn) = f(yn, a) + c g(yn, xn) + σξ
(2)
n ,

(2.31)

where xn and yn are state variables of the subsystems at a discrete time n, local dynamics

in each subsystem with a control parameter a is governed by the 1D map f(x, a) = 1− a x2,

c is a coupling parameter between the two subsystems, and g(x, y) is a coupling function of

the form,

g(x, y) = y2 − x2. (2.32)

For α = 0, the coupling becomes symmetric, while for nonzero α (0 < α ≤ 1) it becomes

asymmetric. The extreme case of asymmetric coupling with α = 1 corresponds to the

unidirectional coupling. In such a way, α tunes the degree of asymmetry in the coupling.

In an ideal case without noise (i.e., σ = 0), there exists an invariant synchronization line,
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y = x, in the x− y phase space. However, in a real situation noise is unavoidable, and hence

the diagonal is no longer invariant. To take into consideration such noise effect, random

numbers are added to Eq. (2.31). For this case ξ
(i)
n (i = 1, 2) are statistically independent

random numbers chosen at each discrete time n from the uniform distribution with a zero

mean < ξ
(i)
n >= 0 and a unit variance < ξ

(i)
n

2
>= 1. Hence ξ

(i)
n are just bounded random

values uniformly distributed in the interval [−√3,
√

3], and σ controls the “strength” of such

a random noise.

As an example, we choose the unidirectionally coupled case of α = 1 [11]. For this case,

the drive 1D map acts on the response 1D map, while the response 1D map does not influ-

ence the drive one. Here we fix the value of a as a = 1.82, and investigate the noise effect

by varying the coupling parameter c. For this case a synchronized chaotic attractor exists in

the interval of cb,l[' −2.963] < c < cb,r[' −0.677]. As the coupling parameter c passes cb,l or

cb,r, the synchronized chaotic attractor loses its transverse stability through a blow-out bifur-

cation, and then a complete desynchronization occurs. In the regime of synchronization, a

strongly stable synchronized chaotic attractor exists for ct,l[' −2.789] < c < ct,r[' −0.850].

For this case of strong synchronization, the synchronized chaotic attractor exhibits no noise

sensitivity, because all periodic saddles embedded in the synchronized chaotic attractor are

transversely stable. However, as the coupling parameter c passes ct,r and ct,l, bubbling and

riddling transitions occur through the first transverse bifurcations of periodic saddles, re-

spectively, [11] and then we have weak synchronization. For this case, the weakly stable

synchronized chaotic attractor exhibits a noise sensitivity, because of local transverse re-

pulsion of the periodic repellers embedded in the synchronized chaotic attractor. Hence,

however small the noise strength σ, a persistent intermittent bursting, called the attractor

bubbling, occurs in the regime of bubbling (ct,r < c < cb,r). Figures 2.27(a) and 2.27(b)

show such attractor bubbling for σ = 0.0005. On the other hand, in the regime of riddling

(cb,l < c < ct,l), the weakly stable synchronized chaotic attractor with a riddled basin for

σ = 0 is transformed into a chaotic transient (denoted by black dots) with a finite lifetime

in presence of noise, as shown in Fig. 2.27(c). As c is changed away from ct,l or ct,r, trans-

versely unstable periodic repellers appear successively in the synchronized chaotic attractor

via transverse bifurcations. Then the degree of the noise sensitivity of the synchronized

chaotic attractor increases, because of the increase in the strength of local transverse repul-
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Figure 2.27: Effect of the additive noise with σ = 0.0005 on weak synchronization for

a = 1.82 in the unidirectionally coupled case of α = 1. (a) A bubbling attractor and (b)

the evolution of the transverse variable un (= xn − yn) representing the deviation from the

diagonal versus n for the bubbling case of c = −0.7. For the riddling case of c = −2.91

the synchronized chaotic attractor with a basin (gray region) riddled with a dense set of

repelling “holes” leading to divergent orbits (white region) for σ = 0 is transformed into a

chaotic transient (black dots) for σ = 0.0005 as shown in (c). The sequence of {un} in (b)

and the chaotic transient in (c) are obtained from the trajectories starting from the same

initial point (x∗0, y
∗
0) = (0.5, 0.5).

sion of the periodic repellers embedded in the synchronized chaotic attractor.

To quantitatively characterize the noise sensitivity of the synchronized chaotic attractor,

we consider an orbit {(xn, yn)} starting from an initial point on the diagonal (i.e., x0 = y0).

As the strength of the local transverse repulsion from the diagonal increases, the synchronized

chaotic attractor becomes more and more sensitive with respect to the variation of σ. Such

noise sensitivity of the synchronized chaotic attractor for σ = 0 may be characterized by

calculating the derivative of the transverse variable un (= xn − yn), denoting the deviation

from the diagonal, with respect to σ,

∂un+1

∂σ

∣∣∣∣
σ=0

=
∂xn+1

∂σ

∣∣∣∣
σ=0

− ∂yn+1

∂σ

∣∣∣∣
σ=0

=

[
∂F (xn, yn)

∂xn

∣∣∣∣
σ=0

− ∂G(xn, yn)

∂xn

∣∣∣∣
σ=0

]
∂xn

∂σ

∣∣∣∣
σ=0

+

[
∂F (xn, yn)

∂yn

∣∣∣∣
σ=0

− ∂G(xn, yn)

∂yn

∣∣∣∣
σ=0

]
∂yn

∂σ

∣∣∣∣
σ=0

+[ξ(1)
n − ξ(2)

n ]. (2.33)

61



Using Eq. (2.31), we obtain the following recurrence relation

∂un+1

∂σ

∣∣∣∣
σ=0

= [fx(x
∗
n, a)− (2− α)c h(x∗n)]

∂un

∂σ

∣∣∣∣
σ=0

+ [ξ(1)
n − ξ(2)

n ], (2.34)

where fx is the derivative of f with respect to x, {(x∗n, y∗n)} is the synchronous orbit with

x∗n = y∗n for σ = 0, and h(x) is a reduced coupling function defined by h(x) ≡ ∂g(x,y)
∂y

∣∣∣
y=x

[87]. Iterating the formula (2.34) along a synchronous trajectory starting from an initial

point (x∗0, y
∗
0) on the diagonal, we may obtain derivatives at all subsequent points of the

trajectory:

∂uN

∂σ

∣∣∣∣
σ=0

=
N∑

k=1

RN−k(x
∗
k)[ξ

(1)
k−1 − ξ

(2)
k−1] + RN(x∗0)

∂u0

∂σ

∣∣∣∣
σ=0

, (2.35)

where

RM(x∗m) =
M−1∏
i=0

[
fx(x

∗
m+i, a)− (2− α)c h(x∗m+i)

]
(2.36)

and R0 = 1. Note that the factor RM(x∗m) is associated with a local (M -time) transverse

Lyapunov exponent σT
M(x∗m) of the synchronized chaotic attractor that is averaged over M

synchronous orbit points starting from x∗m as follows:

σT
M(x∗m) =

1

M
ln |RM(x∗m)|. (2.37)

Thus RM(x∗m) becomes a local (transverse stability) multiplier that determines local sensi-

tivity of the transverse motion during a finite time M . As M → ∞, σT
M approaches the

usual transverse Lyapunov exponent σT that denotes the average exponential rate of diver-

gence of an infinitesimal perturbation transverse to the synchronized chaotic attractor. If

we introduce a new random variable ηn = ξ
(1)
n − ξ

(2)
n , Eq. (2.35) reduces to

∂uN

∂σ

∣∣∣∣
σ=0

= S
(n)
N (x∗0) ≡

N∑

k=1

RN−k(x
∗
k)ηk−1, (2.38)

because ∂u0

∂σ

∣∣
σ=0

= 0. Here ηn are bounded random numbers distributed in the interval

[−2
√

3, 2
√

3], and their distribution density function will be given below.

For the case of weak synchronization, transversely unstable periodic repellers are embed-

ded in the synchronized chaotic attractor. When a typical trajectory visits neighborhoods

of such repellers and their preimages, it has segments experiencing local repulsion from the

diagonal. Consequently, the distribution of local transverse Lyapunov exponents σT
M for a

large ensemble of trajectories and large M may have a positive tail [see Fig. 5 in Ref. [19]].
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Figure 2.28: (a) Intermittent behavior of the partial sum |S(n)
N | for α = 1, a = 1.82, and

c = −0.7. (b) The function γN looking only at the maximum of |S(n)
N |. Note that γN grows

unboundedly with N . The results in (a) and (b) are obtained from the trajectory starting

from the initial orbit point (x∗0, y
∗
0) = (0.5, 0.5).

For the segments of a trajectory exhibiting a positive local transverse Lyapunov exponent

(σT
M > 0), the local multipliers RM [= ± exp(σT

MM)] can be arbitrarily large, and hence the

partial sum S
(n)
N may be arbitrarily large. This implies unbounded growth of the deriva-

tives ∂uN

∂σ

∣∣
σ=0

as N tends to infinity. Consequently, the weakly stable synchronized chaotic

attractor may exhibit a noise sensitivity. As an example, we consider the case of weak syn-

chronization for c = −0.7. If we iterate Eqs. (2.31) and (2.34) starting from an initial orbit

point (x∗0, y
∗
0) on the diagonal and ∂u0

∂σ

∣∣
σ=0

= 0, then we obtain the partial sum S
(n)
N (x∗0) of

Eq. (2.38). The results of such calculation for a trajectory starting from (x∗0, y
∗
0) = (0.5, 0.5)

are presented in Fig. 2.28(a). The quantity S
(n)
N seems very intermittent. However, looking

only at the maximum

γN(x∗0) = max
0≤k≤N

|S(n)
k (x∗0)|, (2.39)

one can easily see the boundedness of S
(n)
N . Figure 2.28(b) shows such function γN . Note

that γN grows unboundedly and exhibits no saturation. Consequently, the weakly stable

synchronized chaotic attractor exhibits a noise sensitivity. This is in contrast to the case of

strong synchronization for which the synchronized chaotic attractor has no noise sensitivity

because the function γN saturates with N .

The growth rate of the function γN(x∗0) with time N represents a degree of the noise sen-
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sitivity, and can be used as a quantitative characteristic of the weakly stable synchronized

chaotic attractor. However, γN(x∗0) depends on a particular trajectory. To obtain a repre-

sentative quantity, we consider an ensemble of initial points randomly chosen with uniform

probability in the range of x ∈ (1 − a, 1) on the diagonal, and take the minimum value of

γN with respect to the initial orbit points,

ΓN = min
x∗0

γN(x∗0). (2.40)

Figure 2.29(a) shows a noise sensitivity function ΓN for c = −0.7. Note that ΓN grows

unboundedly with some power δ,

ΓN ' N δ. (2.41)

Here the value δ ' 2.58 is a quantitative characteristic of the noise sensitivity of the syn-

chronized chaotic attractor, and we call it the noise sensitivity exponent. In each regime

of bubbling or riddling, we obtain the noise sensitivity exponents by changing the coupling

parameter c from the bubbling or riddling transition point to the blow-out bifurcation point.

For obtaining a satisfactory statistics, we also consider 100 ensembles for each c, each of

which contains 100 initial orbit points randomly chosen with uniform probability in the

range of x ∈ (1− a, 1) on the diagonal and choose the average value of the 100 noise sensi-

tivity exponents obtained in the 100 ensembles. Figure 2.29(b) shows the plot of such noise

sensitivity exponents (denoted by circles) versus c. Note that the noise sensitivity expo-

nent δ monotonically increases as c is varied away from the bubbling or riddling transition

point, and tends to infinity as c approaches the blow-out bifurcation point. This increase

in the noise sensitivity of the synchronized chaotic attractor is caused by the increase in

the strength of local transverse repulsion of periodic repellers embedded in the synchronized

chaotic attractor. After the blow-out bifurcation, the weakly stable synchronized chaotic at-

tractor is transformed into a transversely unstable chaotic saddle exhibiting an exponential

noise sensitivity. Thus a complete desynchronization occurs.

We now compare the formula (2.38) for the partial sum S
(n)
N with the following analogous

formula for S
(p)
N that has been obtained in the parameter-mismatching case [19]:

∂uN

∂ε

∣∣∣∣
ε=0

= S
(p)
N (x∗0) ≡

N∑

k=1

RN−k(x
∗
k)fa(x

∗
k−1, a), (2.42)
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Figure 2.29: (a) Noise sensitivity function ΓN for α = 1, a = 1.82, and c = −0.7 that takes

the minimum value of γN in the ensemble containing 100 randomly chosen initial orbit points

on the diagonal. It is well fitted with a dashed line with slope δ ' 2.58. (b) Plot of the noise

sensitivity exponents δ (denoted by the open circles) versus c for the bubbling and riddling

cases for α = 1 and a = 1.82. Note that the values of the noise sensitivity exponents are

the same as those of the parameter sensitivity exponent (denoted by the crosses) within the

numerical accuracy.

where ε is a mismatching parameter, fa is the derivative of f(x, a) with respect to a, and

RN−k are local multipliers of Eq. (2.36). As in the case of noise, the weakly stable synchro-

nized chaotic attractor exhibits a parameter sensitivity because of the unbounded growth

of the partial sum S
(p)
N with N . For each case of the noise and parameter mismatch, S

(n,p)
N

represents the sum of the (same) local multipliers RN−k, multiplied by some coefficients. For

the case of noise, the coefficients ηk−1 are random numbers chosen from the bounded distri-

bution density function, P (η) = − 1
12
|η|+

√
3

6
, in the interval [−2

√
3, 2

√
3] [see Fig. 2.30(a)],

which can be easily obtained using the uniform distribution density functions in the interval

[−√3,
√

3] for the random variables ξ1 and ξ2. Since the random numbers ηn are bounded, the

boundedness of the partial sum S
(n)
N is determined just by the local multipliers RM . For the

case of parameter mismatch, the coefficients are the derivative values fa(x
∗
k−1, a) (= −x∗2k−1).

Since the synchronous trajectory {x∗n} on the diagonal is chaotic, the coefficients fa may be

regarded as “weakly correlated” random numbers. Using a histogram method, we obtain the

distribution density function for fa, which is shown in Fig. 2.30(b). Since the values of fa are

bounded in the interval [−1, 0], the boundedness of the partial sum S
(p)
N is also determined
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Figure 2.30: (a) Distribution density function P (η) (= − 1
12
|η|+

√
3

6
) for the random variable

η (= ξ(1) − ξ(2)). (b) and (c) Distribution density functions for the variables fa(x) (= −x2)

and ηfa(x) in the case of α = 1 and a = 1.82. For these cases, the distribution density

functions are obtained using a histogram method as follows. We divide each interval ([−1, 0]

for the case (b) and [−2
√

3, 2
√

3] for the case of (c)) into 1000 bins, and get the distribution

density from the data of 106 orbit points.

only by the (same) local multipliers RM , as in the case of noise. This implies that the noise

sensitivity function ΓN grows unboundedly with the same power as in the case of parameter

mismatch. Hence the values of the noise sensitivity exponent (denoted by circles) become

the same as those of the parameter sensitivity exponent (denoted by crosses), as shown in

Fig. 2.29(b). Note that this is a general result valid for any case of bounded noise.

In addition to the case of additive noise, we also consider the case when the nonlinear-

ity parameters of the 1D maps have small random variations due to external noise. These

parametric fluctuations can be simulated by modulating the values of the nonlinearity pa-

rameters by uniform random numbers in a small interval. Thus we investigate the effect of

such parametric noise on weak synchronization in the following two coupled 1D maps:

T :





xn+1 = f(xn, a + σξ
(1)
n ) + (1− α)cg(xn, yn),

yn+1 = f(yn, a + σξ
(2)
n ) + c g(yn, xn).

(2.43)

Here ξ(1) and ξ(2) are bounded random numbers chosen from the uniform distribution with a

zero mean and a unit variance, and σ represents the amplitude of noise. Following the same

procedure as in the case of additive noise, one can easily obtain the following recurrence

relation for the derivative of the transverse variable un (= xn− yn) with respect to the noise
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strength σ,

∂un+1

∂σ

∣∣∣∣
σ=0

= [fx(x
∗
n, a)− (2− α)c h(x∗n)]

∂un

∂σ

∣∣∣∣
σ=0

+ fa(x
∗
n, a)[ξ(1)

n − ξ(2)
n ]. (2.44)

Iterating the above formula along the synchronous trajectory starting from an initial point

(x∗0, y
∗
0) on the diagonal, we obtain the derivatives at all points of the trajectory:

∂uN

∂σ

∣∣∣∣
σ=0

= S
(n)
N (x∗0) ≡

N∑

k=1

RN−k(x
∗
k)ηk−1fa(x

∗
k−1, a), (2.45)

where ηn = ξ
(1)
n − ξ

(2)
n and RN−k are local multipliers of Eq. (2.36). Comparing this for-

mula with Eq. (2.38), one can see that the only difference between them is the coefficients

of the (same) local multipliers RN−k. For the case of parametric noise, the coefficients

ηk−1fa(x
∗
k−1, a) are also weakly-correlated random numbers, because the synchronous trajec-

tory {x∗n} on the diagonal is chaotic. The distribution density function for ηfa is presented in

Fig. 2.30(c). Since the values of ηfa are bounded in the interval [−2
√

3, 2
√

3], the coefficients

have no effect on the unbounded growth of S
(n)
N , as in the case of additive noise. Conse-

quently, the values of the noise sensitivity exponent for both cases of additive and parametric

noise become the same, which has also been numerically confirmed in the unidirectionally

coupled case of α = 1. In this sense, the effect of parametric noise on weak synchronization

becomes the same as that of additive noise.

So far, we have investigated the noise effect in the unidirectionally coupled case with

the asymmetry parameter α = 1. Through Eq. (2.34), one can easily see that the noise

sensitivity exponent for a given (a, c) in the case of α = 1 is the same as that for the value of

[a, c/(2−α)] in other coupled 1D maps with 0 ≤ α < 1 in Eq. (2.31). Thus, the results of the

noise sensitivity exponents given in Fig. 2.29(b) may be converted into those for the case of

general α only by a scale change in the coupling parameter such that c → c/(2−α). For this

case, the bubbling regime for the case of α = 1 is always transformed into a bubbling regime

for any other value of α. However, the riddling regime for the case of α = 1 is transformed

into a bubbling or riddling regime depending on the value of α. For more details on the

effect of asymmetry, refer to Ref. [12].

From now on, in terms of the noise sensitivity exponents we characterize the noise effect on

the power-law scaling behavior of the average time spent near the diagonal for the bubbling

and riddling cases. The scaling exponent for such average characteristic time is found to be
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given by the reciprocal of the noise sensitivity exponent, as in the parameter-mismatching

case. Consequently, both the noise and parameter mismatch have essentially the same effect

on the scaling behavior of the average characteristic time.

As an example, we consider the effect of additive noise on both the bubbling and riddling

occurring in the regime of weak synchronization for a = 1.82 in the unidirectionally coupled

case of α = 1. In presence of noise, the weakly stable synchronized chaotic attractor is trans-

formed into a bubbling attractor or a chaotic transient, depending on the global dynamics.

For this case the quantity of interest is the average time τ spent near the diagonal. For the

case of the bubbling attractor, τ is the average interburst time, while for the case of the

chaotic transient, τ is its average lifetime. As c is varied from the bubbling or riddling tran-

sition point, τ becomes short because the strength of local transverse repulsion of periodic

repellers embedded in the synchronized chaotic attractor increases.

For the case of bubbling, the bubbling attractor is in the laminar phase when the mag-

nitude of the deviation from the diagonal is less than a threshold value u∗b (i.e., |un| < u∗b).

Otherwise, it is in the bursting phase. Here u∗b is very small compared to the maximum

bursting amplitude. For each c, we follow the trajectory starting from the initial condition

(0,0) until 50 000 laminar phases are obtained, and then we get the average laminar length

τ (i.e., the average interburst time) that scales with σ as [13]

τ ∼ σ−µ. (2.46)

The plot of the scaling exponent µ (denoted by circles) versus c is shown in Fig. 2.31. As c

increases toward the blow-out bifurcation point, the value of µ decreases, because the average

laminar length shortens.

For each c in the regime of riddling, we consider an ensemble of trajectories starting from

1000 initial points randomly chosen with uniform probability in the range of x ∈ (1−a, 1) on

the diagonal, and obtain the average lifetime of the chaotic transients. A trajectory may be

regarded as having escaped once the magnitude of deviation un from the diagonal becomes

larger than a threshold value u∗c such that an orbit point with |u| > u∗c lies sufficiently outside

the basin of the synchronized chaotic attractor. Thus, the average lifetime τ is found to scale

with σ as [13]

τ ∼ σ−µ. (2.47)
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Figure 2.31: (a) Plot of the scaling exponents µ (open circles) for the average characteristic

time (i.e., average interburst time for the bubbling case and average chaotic transient lifetime

for the riddling case) versus c in the case of additive noise when α = 1 and a = 1.82. They

agree well with the reciprocals of the noise sensitivity exponents (crosses).

The plot of the scaling exponent µ (denoted by circles) versus c is given in Fig. 2.31. As

c decreases toward the blow-out bifurcation point, the average lifetime shortens, and hence

the value of µ decreases.

We note that the scaling exponent µ is associated with the noise sensitivity exponent δ

as follows. For a given σ, consider a trajectory starting from a randomly chosen initial orbit

point on the diagonal. Then, From Eq. (2.41) the average characteristic time τ at which

the magnitude of the deviation from the diagonal becomes the threshold value u∗b,c can be

obtained:

τ ∼ σ−1/δ. (2.48)

Hence the scaling exponent µ for τ is given by the reciprocal of the noise sensitivity exponent

δ,

µ = 1/δ. (2.49)

The reciprocal values of δ (denoted by crosses) are also plotted in Fig. 2.31, and they agree

well with the values of µ (denoted by circles). This reciprocal relation has also been confirmed
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for the case of parametric noise. Furthermore, the same reciprocal relation between the

scaling exponent for τ and the parameter sensitivity exponent exists also in the parameter-

mismatching case [19]. Thus the scaling exponents for τ in both cases of noise and parameter

mismatch also become the same [13], because the values of the noise sensitivity exponent and

the parameter sensitivity exponent are the same. Hence the noise and parameter mismatch

have the same effect on the power-law scaling behavior of the average characteristic time τ .

2.2.4 Universality for the Parameter-Mismatching and Noise Ef-

fect

By generalizing the method proposed in coupled 1D noninvertible maps, we introduce the

parameter sensitivity exponent in the coupled Hénon maps and coupled pendula, and quan-

titatively characterize the parameter sensitivity of the weakly stable synchronous chaotic

attractor. In terms of the parameter sensitivity exponents, the effect of parameter mismatch

on the bubbling and riddling is characterized. Thus, the scaling exponent µ for the aver-

age interburst time and the average chaotic transient lifetime is found to be given by the

reciprocal of the parameter sensitivity exponent (i.e., µ = 1/δ), as in the coupled 1D maps.

As a first example, we consider two coupled invertible Hénon maps, often used as a

representative model for the Poincaré maps of coupled chaotic oscillators [13]:

T :





xn+1 = F(xn,yn) = f(xn, a) + (1− α) cg(xn,yn),

yn+1 = G(xn,yn) = f(yn, b) + cg(yn,xn),
(2.50)

where xn = (x
(1)
n , x

(2)
n ) and yn = (y

(1)
n , y

(2)
n ) are state variables of the two subsystems at

a discrete time n, the uncoupled dynamics (c = 0) is governed by the Hénon map with a

nonlinearity parameter p (p = a, b) and a damping parameter β (|β| < 1),

f(x, p) = (f(x(1), p)− x(2), β x(1)); f(x, p) = 1− p x2, (2.51)

c is a coupling parameter between the two subsystems, and g(x,y) is a coupling function of

the form,

g(x,y) = (g(x(1), y(1)), 0); g(x, y) = y2 − x2. (2.52)

For α = 0, the coupling is symmetric, while for nonzero α (0 < α ≤ 1) it becomes asymmetric.

The extreme case of asymmetric coupling with α = 1 corresponds to the unidirectional
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coupling. In such a way, α tunes the degree of asymmetry in the coupling. This asymmetric

coupling naturally arises in the dynamics of two clusters for the case of global coupling, in

which each element is coupled to all the other elements with equal strength [13]. For the

ideal case of identical Hénon maps (i.e., a = b), there exists an invariant synchronization

plane, x(1) = y(1) and x(2) = y(2), in the x(1)−x(2)−y(1)−y(2) phase space. However, in a real

situation a small mismatch between the two subsystems and a small noise are unavoidable,

and hence the synchronization plane is no longer invariant. Here, we restrict our attention

only to the mismatching case in the absence of noise. To take into consideration such a

mismatching effect, we introduce a small mismatching parameter ε in the coupled Hénon

maps of Eq. (2.50) such that

b = a− ε. (2.53)

Recently, some results on the attractor bubbling in the unidirectionally coupled case of

α = 1 have been reported in [88]. Here, as an example, we choose a mutually coupled case

of α = 0.75, and investigate both the bubbling and riddling for a fixed value of β = 0.1. For

a = 1.8, we investigate the parameter-mismatching effect by varying the coupling parameter

c. For this case a synchronous chaotic attractor exists in the interval of cb,l < c < cb,r,

where cb,l = −2.3979 and cb,r = −0.4821. As the coupling parameter c passes cb,l or cb,r,

the synchronous chaotic attractor loses its transverse stability through a blowout bifurcation

[13], and then a complete desynchronization occurs. In the regime of synchronization, a

strongly stable synchronous chaotic attractor exists for ct,l < c < ct,r, where ct,l = −2.32

and ct,r = −0.56. For this case of strong synchronization, the synchronous chaotic attractor

exhibits no parameter sensitivity, because all periodic saddles embedded in the synchronous

chaotic attractor are transversely stable. However, as the coupling parameter c passes ct,r

and ct,l, bubbling and riddling transitions occur through the first transverse bifurcations of

periodic saddles, respectively [9, 11], and then we have weak synchronization. For this case,

the weakly stable synchronous chaotic attractor has a parameter sensitivity, because of local

transverse repulsion of the periodic repellers embedded in the synchronous chaotic attractor.

Hence, however small the parameter mismatching ε, a persistent intermittent bursting, called

the attractor bubbling, occurs in the regime of bubbling (ct,r < c < cb,r). Figures 2.32(a)

and 2.32(b) show such attractor bubbling for c = −0.49 and ε = 0.002. On the other hand,

in the regime of riddling (cb,l < c < ct,l), the weakly stable synchronous chaotic attractor
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with a riddled basin for ε = 0 is transformed into a chaotic transient (denoted by black dots)

with a finite lifetime in the presence of parameter mismatch, as shown in Figs. 2.32(c) and

2.32(d) for c = −2.39. As c is changed away from ct,l or ct,r, transversely unstable periodic

repellers appear successively in the synchronous chaotic attractor via transverse bifurcations.

Then, the degree of the parameter sensitivity of the synchronous chaotic attractor increases,

because of the increase in the strength of local transverse repulsion of the periodic repellers

embedded in the synchronous chaotic attractor.

We generalize the method proposed in the coupled 1D maps [12] to the case of the

coupled Hénon maps and quantitatively characterize the parameter sensitivity of the syn-

chronous chaotic attractor as follows. As the strength of the local transverse repulsion from

the synchronization plane increases, the synchronous chaotic attractor becomes more and

more sensitive with respect to the variation of ε. Such parameter sensitivity of the syn-

chronous chaotic attractor for ε = 0 may be characterized by calculating the derivative of

the transverse variable un = xn−yn, denoting the deviation from the synchronization plane,

with respect to ε (i.e. ∂un+1

∂ε

∣∣∣
ε=0

= ∂xn+1

∂ε

∣∣∣
ε=0

− ∂yn+1

∂ε

∣∣∣
ε=0

). Using Eq. (2.50), we may obtain

the following recurrence relation

∂un+1

∂ε

∣∣∣∣
ε=0

= r(x∗n)
∂un

∂ε

∣∣∣∣
ε=0

+ fa(x
∗
n, a), (2.54)

where ∂un

∂ε

∣∣
ε=0

=
(

∂u
(1)
n

∂ε

∣∣∣
ε=0

, ∂u
(2)
n

∂ε

∣∣∣
ε=0

)
, the 2× 2 matrix r(x∗n) is given by

r(x∗n) ≡

 fx(1)(x

(1)∗
n , a)− (2− α)c h(x

(1)∗
n ) −1

β 0


 , (2.55)

and

fa(x
∗
n, a) =


 fa(x

(1)∗
n , a)

0


 . (2.56)

Here, fx and fa are the derivatives of f(x, a) with respect to x and a, {(x∗n,y∗n)} is a

synchronous orbit with x∗n = y∗n for ε = 0, and h(x) is a reduced coupling function defined

by [87]

h(x) ≡ ∂g(x, y)

∂y

∣∣∣∣
y=x

. (2.57)

Hence, starting from an initial orbit point (x∗0,y
∗
0) on the synchronization plane, we may
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Figure 2.32: Effect of parameter mismatch with ε = 0.002 on weak synchronization for

a = 1.8 in mutually coupled Hénon maps with α = 0.75. For c = −0.49, projections of a

bubbling attractor onto the (a) x(1)−y(1) and (b) x(2)−y(2) planes are given. In both (a) and

(b), the initial orbit point is (x(1), x(2), y(1), y(2)) = (0.7, 0.07, 0.7, 0.07), the 5×103 points are

computed before plotting, and the next 4 × 104 points are plotted. For the riddling case of

c = −2.39, the synchronous chaotic attractor with a basin (gray region) riddled with a dense

set of “holes” leading to divergent trajectories (white region) for ε = 0 is transformed into a

chaotic transient (black dots). In (c) [(d)], a 2D slice with x(2) = y(2) = 0.05 [x(1) = y(1) = 0.5]

through the 4D riddled basin of the weakly stable synchronous chaotic attractor is shown.

Projections of a chaotic transient starting from an initial orbit point (x(1), x(2), y(1), y(2)) =

(0.7, 0.07, 0.7, 0.07) onto the (c) x(1) − y(1) and (d) x(2) − y(2) planes are given.
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obtain derivatives at all points of the orbit:

∂uN

∂ε

∣∣∣∣
ε=0

=
N∑

k=1

RN−k(x
∗
k)fa(x

∗
k−1, a) + RN(x∗0)

∂u0

∂ε

∣∣∣∣
ε=0

, (2.58)

where

RM(x∗m) =
M−1∏
i=0

r(x∗m+i), (2.59)

which is a product of the “transverse Jacobian matrices” r(x∗) determining the stability

against a perturbation transverse to the synchronization plane and R0 = I (identity matrix).

Note that the eigenvalues, λT,1
M (x∗m) and λT,2

M (x∗m) (|λT,1
M (x∗m)| ≥ |λT,2

M (x∗m)|), of RM(x∗m) are

associated with local (M -time) transverse Lyapunov exponents σT,1
M and σT,2

M (σT,1
M ≥ σT,2

M )

of the synchronous chaotic attractor that are averaged over M synchronous orbit points

starting from x∗m as follows:

σT,i
M (x∗m) =

1

M
ln |λT,i

M (x∗m)|, (i = 1, 2). (2.60)

Thus, λT,1
M and λT,2

M become local (transverse stability) multipliers that determine local sen-

sitivity of the motion during a finite time M . As M → ∞, σT,1
M approaches the largest

transverse Lyapunov exponent σ
(1)
T that denotes the average exponential rate of divergence

of an infinitesimal perturbation transverse to the synchronous chaotic attractor. Because

the initial point (x∗0, y
∗
0) starts on the synchronization plane (i.e., x∗0 = y∗0), the value of the

initial transverse variable u0 = x∗0−y∗0 is always zero, independently of ε (i.e., ∂u0

∂ε

∣∣
ε=0

= 0).

Hence, Eq. (2.58) reduces to

∂uN

∂ε

∣∣∣∣
ε=0

= SN(x∗0) ≡
N∑

k=1

RN−k(x
∗
k)fa(x

∗
k−1, a). (2.61)

Since the values of fa are bounded, the boundedness of the partial sum SN is determined

just by the largest eigenvalues λT,1
M of RM .

For the case of weak synchronization, there are transversely unstable periodic repellers

embedded in the synchronous chaotic attractor. When a typical trajectory visits neighbor-

hoods of such repellers, it has segments experiencing local repulsion from the synchronization

plane. Thus, the distribution of largest local transverse Lyapunov exponents σT,1
M for a large

ensemble of trajectories and for large M may have a positive tail [12]. For the segments of

a trajectory exhibiting a positive largest local transverse Lyapunov exponent (σT,1
M > 0), the
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largest local transverse multipliers λT,1
M [= ± exp(σT,1

M M)] can be arbitrarily large, and hence

the partial sums S
(i)
N (i = 1, 2) may be arbitrarily large. This implies unbounded growth of

the derivatives
∂u

(i)
N

∂ε
|ε=0 (i = 1, 2) as N tends to infinity, and consequently the weakly stable

synchronous chaotic attractor may have a parameter sensitivity.

As an example, we consider the case of weak synchronization in the mutually coupled

case of α = 0.75 for c = −0.49. If we iterate Eq. (2.54) with ∂u0

∂ε

∣∣
ε=0

= 0 along a synchronous

trajectory starting from an initial orbit point (x∗0,y
∗
0) on the synchronization plane, then we

obtain the partial sum SN(x∗0) of Eq. (2.61). The partial sum S
(i)
N [=

∂u
(i)
N

∂ε

∣∣∣∣
ε=0

] (i = 1, 2)

becomes very intermittent. However, by looking only at the maximum

γ
(i)
N (x∗0) = max

0≤n≤N
|S(i)

n (x∗0)| (i = 1, 2), (2.62)

one can easily see the boundedness of S
(i)
N . For this case, γ

(1)
N and γ

(2)
N grow unboundedly,

and hence the weakly stable synchronous chaotic attractor has a parameter sensitivity. The

growth rate of the function γ
(i)
N (x∗0) with time N represents a degree of the parameter sen-

sitivity, and can be used as a quantitative characteristic of the weakly stable synchronous

chaotic attractor. However, γ
(i)
N (x∗0) depends on a particular trajectory. To obtain a “repre-

sentative” quantity that is independent of a particular trajectory, we consider an ensemble of

randomly chosen initial points (x∗0,y
∗
0) on the synchronization plane, and take the minimum

value of γ
(i)
N with respect to the initial orbit points,

Γ
(i)
N = min

x∗0
γ

(i)
N (x∗0) (i = 1, 2). (2.63)

While other representative quantities may be defined (e.g., the average of γN over an ensemble

of trajectories), the numerical convergence for the case of minimum value is better than that

for other cases, and hence we choose the minimum value as a representative one, as in the

case of the phase sensitivity exponent in the quasiperiodically forced systems [47]. Figure

2.33(a) shows parameter sensitivity functions Γ
(1)
N and Γ

(2)
N , which are obtained in an ensemble

containing 100 random initial orbit points. The unbounded growth of both Γ
(1)
N and Γ

(2)
N is

determined by the same largest local transverse multiplier λT,1
M [i.e., the largest eigenvalue

of RM in Eq. (2.59)]. Hence, they grow unboundedly with the same power δ,

Γ
(i)
N ∼ N δ for i = 1, 2. (2.64)

75



Figure 2.33: Parameter sensitivity for a = 1.8 in mutually coupled Hénon maps with

α = 0.75. Parameter sensitivity functions Γ
(1)
N and Γ

(2)
N , exhibiting asymptotic power-law

behaviors are shown in (a) for c = −0.49. They are well fitted with straight lines with the

slope δ ' 4.6. (b) Plot of the parameter sensitivity exponents δ (solid circles) versus c. (c)

Plot of the scaling exponents µ (open circles) for the average characteristic time versus c.

They agree well the reciprocal of the parameter sensitivity exponents (crosses).

Here, the value of δ ' 4.6 is a quantitative characteristic of the parameter sensitivity of

the synchronous chaotic attractor for c = −0.49, and we call it the parameter sensitivity

exponent.

In each regime of bubbling or riddling, we obtain the parameter sensitivity exponents

by changing the coupling parameter c from the bubbling or riddling transition point to

the blowout bifurcation point. However, the value of the parameter sensitivity exponent

obtained in an ensemble containing 100 random initial points fluctuates a little, depending

on the chosen ensemble. Hence, it is necessary to consider many ensembles for obtaining

a better statistics. From our extensive numerical simulations, we find that it is enough
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to consider about 100 ensembles for each c, each of which contains 100 randomly chosen

initial orbit points. Thus, we choose the average value of the 100 parameter sensitivity

exponents obtained in the 100 ensembles. Figure 2.33(b) shows the plot of such averaged

parameter sensitivity exponents (denoted by solid circles) versus c. Note that the parameter

sensitivity exponent δ monotonically increases as c is varied away from the bubbling or

riddling transition point, and tends to infinity as c approaches the blowout bifurcation point.

This increase in the parameter sensitivity of the synchronous chaotic attractor is caused by

the increase in the strength of local transverse repulsion of periodic repellers embedded in the

synchronous chaotic attractor. After the blowout bifurcation, the weakly stable synchronous

chaotic attractor becomes transversely unstable, and hence a complete desynchronization

occurs.

In terms of the parameter sensitivity exponents, we characterize the parameter-mismatching

effect on the bubbling and riddling of a weakly stable synchronous chaotic attractor. In the

presence of parameter match, the weakly stable synchronous chaotic attractor is transformed

into a bubbling attractor or a chaotic transient, depending on the global dynamics. For this

case the quantity of interest is the average time τ spent near the synchronization plane. For

the case of the bubbling attractor, τ is the average interburst time, while for the case of the

chaotic transient, τ is its average lifetime. As c is varied from the bubbling or riddling tran-

sition point, τ becomes short because the strength of local transverse repulsion of periodic

repellers embedded in the synchronous chaotic attractor increases.

For the case of bubbling, a typical trajectory on the bubbling attractor exhibits a per-

sistent intermittent bursting, in which long episodes of nearly synchronous evolution are

occasionally interrupted by short-term bursts. To characterize the intermittent bursting, we

use a small quantity d∗b for the threshold value of the magnitude of the deviation from the

synchronization plane, dn [≡ (|u(1)
n |+ |u(2)

n |)/2], such that for dn < d∗b the bubbling attractor

is in the laminar phase, where a typical trajectory exhibits nearly synchronous motion, and

for dn ≥ d∗b it is in the bursting phase. Here d∗b is very small compared to the maximum

bursting amplitude and it is the maximum deviation from the synchronization plane that

may be acceptable in the context of synchronization. For each c, we follow a trajectory

starting from a random initial orbit point until 50,000 laminar phases are obtained, and

then we get the average laminar length τ (i.e., the average interburst interval) that scales
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with ε as [14]

τ ∼ ε−µ. (2.65)

The plot of µ (denoted by open circles) versus c is shown in Fig. 2.33(c). As c increases, the

value of µ decreases, because the average laminar length shortens.

For each c in the regime of riddling, we consider an ensemble of trajectories starting from

1000 randomly chosen initial points on the synchronization plane, and obtain the average

lifetime of the chaotic transients. A trajectory may be regarded as having escaped once the

magnitude of deviation dn from the synchronization plane becomes larger than a threshold

value d∗c such that an orbit point with d > d∗c lies sufficiently outside the basin of the

synchronous chaotic attractor. Thus, the average lifetime τ is found to exhibit a power-law

scaling behavior as in Eq. (2.65). The plot of the scaling µ (denoted by open circles) versus

c is given in Fig. 2.33(c). As c decreases toward the blowout bifurcation point, the average

lifetime shortens, and hence the value of µ decreases.

For both the bubbling and riddling cases, a reciprocal relation between the the scaling

exponent µ and the parameter sensitivity exponent δ is derived and numerically confirmed.

For a given ε, consider a trajectory starting from a randomly chosen initial orbit point on

the synchronization plane. Then, from Eqs. (2.20)-(2.64) the “average” deviation of the

trajectory from the synchronization plane after N iterations can be obtained for sufficiently

small ε:

dN =
1

2
(|u(1)

N |+ |u(2)
N |) ∼ (Γ

(1)
N + Γ

(2)
N ) ε ∼ N δε. (2.66)

Then, the “average” characterization time τ at which the magnitude of the deviation dτ

becomes the threshold value d∗b,c (i.e., dτ = d∗b,c) is given by

τ ∼ ε−1/δ. (2.67)

Hence, the scaling exponent µ for τ becomes just the reciprocal of the parameter sensitivity

exponent δ,

µ = 1/δ, (2.68)

as in the case of the coupled 1D maps [12]. To confirm the reciprocal relation, the reciprocal

values of numerically obtained δ (denoted by crosses) are plotted in Fig. 2.33(c), and we

note that they agree well with the values of µ (denoted by open circles).
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As a second example, we consider an invertible system of two coupled parametrically

forced pendula [13]:

ẋ = F(x,y) = f(x, a) + (1− α) cg(x,y),

ẏ = G(x,y) = f(y, b) + cg(y,x),
(2.69)

where the overdot denotes the differentiation with respect to the time, x = (x(1), x(2)) and y

= (y(1), y(2)) are state variables of the two subsystems, c is a coupling parameter between the

subsystems, α (0 ≤ α ≤ 1) is a parameter tuning the degree of the asymmetry of coupling,

and g(x,y) is a coupling function of the form,

g(x,y) = (g(x(1), y(1)), g(x(2), y(2))); g(x, y) = y − x. (2.70)

Here, the uncoupled dynamics (c = 0) is governed by a parametrically forced pendulum,

f(x, p) = (x(2), f(x(1), x(2), p));

f(x(1), x(2), p) = −2πβΩ x(2) − 2π(Ω2 − p cos 2πt) sin 2πx(1),
(2.71)

where x(1) is a normalized angle with range x(1) ∈ [0, 1), x(2) is a normalized angular velocity,

β is a normalized damping parameter, Ω is a normalized natural frequency of the unforced

pendulum, p (p = a, b) is a normalized driving amplitude of the vertical oscillation of the

suspension point. As in two coupled Hénon maps, these two coupled pendula may also be

used as a model for investigating the two-cluster dynamics in many globally coupled pendula.

The phase space of the coupled parametrically forced pendula is five dimensional with

coordinates x(1), x(2), y(1), y(2), and t. Since the system is periodic in t, it is convenient

to regard time as a circular coordinate in the phase space. We also consider the surface

of section, the x(1)- x(2)-y(1)-y(2) hypersurface at integer times (i.e., t = m, m: integer).

Then, using the 4th-order Runge-Kutta method with a time step h = 0.05, we integrate

Eq. (2.69) and follow a trajectory. This phase-space trajectory intersects the surface of

section in a sequence of points. This sequence of points corresponds to a mapping on the

4D hypersurface. The map can be computed by stroboscopically sampling the orbit points

zm ≡ (x(1)(m), x(2)(m), y(1)(m), y(2)(m)) at the discrete time m. We call the transformation

zm → zm+1 the Poincaré map, and write zm+1 = P (zm). This 4D Poincaré map P has a

constant Jacobian determinant of e−4πβΩ−(4−2α)c.

As an example, we consider the 4D Poincaré map P for the unidirectionally coupled

case of α = 1 and fix the values of β and Ω at β = 1.0 and Ω = 0.5. For the ideal
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case without parameter mismatch (i.e., a = b), there exists an invariant synchronization

plane, x(1) = y(1) and x(2) = y(2), in the x(1)-x(2)-y(1)-y(2) phase space. However, in a real

situation the parameter mismatch between the two subsystems is unavoidable, and hence the

synchronization plane is no longer invariant. To take into consideration such a mismatching

effect, we introduce a small mismatching parameter ε such that b = a− ε.

For a = 0.85, we investigate the parameter-mismatching effect by varying the coupling

parameter c. For this case an synchronous chaotic attractor exists for c > cb ' 0.648. As

the coupling parameter c passes cb, the synchronous chaotic attractor loses its transverse

stability through a blowout bifurcation, and then a complete desynchronization occurs. In

the regime of synchronization, a strongly stable synchronous chaotic attractor without pa-

rameter sensitivity exists for c > ct = 0.858 688, because all periodic saddles embedded in the

synchronous chaotic attractor are transversely stable. However, as the coupling parameter c

passes ct, a bubbling transition occurs through the first transverse bifurcation of a periodic

saddle, and then we have weak synchronization. Hence, only the attractor bubbling occurs

in the regime of weak synchronization (cb < c < ct), as shown in Figs. 2.34(a) and 2.34(b)

for c = 0.67 and ε = 0.0001. For this case, the weakly stable synchronous chaotic attractor

exhibits a parameter sensitivity, because of local transverse repulsion of the periodic repellers

embedded in the synchronous chaotic attractor.

Such parameter sensitivity of the weakly stable synchronous chaotic attractor for ε = 0

may be characterized by calculating the derivative of the transverse variable u = x − y,

denoting the deviation from the synchronization plane, with respect to ε (i.e. ∂u
∂ε

∣∣
ε=0

=

∂x
∂ε

∣∣
ε=0

− ∂y
∂ε

∣∣
ε=0

). Using Eq. (2.69), we may obtain the following governing equation for

∂u
∂ε

∣∣
ε=0

∂u̇

∂ε

∣∣∣∣
ε=0

= r(x∗)
∂u

∂ε

∣∣∣∣
ε=0

+ fa(x
∗, a), (2.72)

where ∂u
∂ε

∣∣
ε=0

=
(

∂u(1)

∂ε

∣∣∣
ε=0

, ∂u(2)

∂ε

∣∣∣
ε=0

)
, the 2× 2 matrix r(x∗) is given by

r(x∗) ≡

 −(2− α) c h(x(1)∗) 1

fx(1)(x(1), x(2), a) fx(2)(x(1), x(2), a)− (2− α) c h(x(2)∗)


 , (2.73)

and

fa(x
∗, a) =


 0

fa(x
(1), x(2), a)


 . (2.74)
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Figure 2.34: Effect of parameter mismatch on weak synchronization for a = 0.85 in the 4D

Poincaré map of unidirectionally coupled pendula. For c = 0.67 and ε = 0.0001, projections

of a bubbling attractor onto the (a) x(1) − y(1) and (b) x(2) − y(2) planes are given. In both

(a) and (b), the initial orbit point is (x(1), x(2), y(1), y(2)) = (0.1, 0.3, 0.1, 0.3), the 5 × 103

points are computed before plotting, and the next 5× 104 points are plotted. (c) Plot of the

parameter sensitivity exponents δ (solid circles) versus ∆c = c − ct for a = 0.85. (d) Plot

of the scaling exponents µ (open circles) for the average interburst interval versus ∆c for

a = 0.85. They agree well the reciprocal of the parameter sensitivity exponents (crosses).
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Here, fx(1) , fx(2) and fa are the derivatives of f(x(1), x(2), a) with respect to x(1), x(2) and

a, {(x∗n,y∗n)} is a synchronous orbit with x∗n = y∗n for ε = 0, and h(x) ≡ ∂g(x,y)
∂y

∣∣∣
y=x

is a

reduced coupling function. Integrating the formula (2.72) along a synchronous trajectory

starting from an initial orbit point (x∗0,y
∗
0) on the synchronization plane and an initial value

∂u
∂ε

∣∣
ε=0

= 0 for t = 0, we may obtain derivatives Sn(x∗) ≡ ∂u
∂ε

∣∣
ε=0

at all subsequent discrete

time t = n. Then, following the same procedure as in the coupled Hénon maps, one can

obtain the parameter sensitivity exponent δ of Eq. (2.64) which measures the degree of

parameter sensitivity of the synchronous chaotic attractor.

In the regime of bubbling, we obtain the parameter sensitivity exponents by changing

the coupling parameter c from the bubbling transition point ct to the blowout bifurcation

point cb. As in the case of coupled Hénon maps, for obtaining a satisfactory statistics, we

consider 100 ensembles for each c, each of which contains 20 randomly chosen initial orbit

points on the synchronization plane and choose the average value of the 100 parameter

sensitivity exponents obtained in the 100 ensembles. Figure 2.34(c) shows the plot of such

parameter sensitivity exponents (denoted by solid circles) versus ∆c ≡ c − ct. Note that

the parameter sensitivity exponent δ monotonically increases as c is varied away from the

bubbling transition point, and tends to infinity as c approaches the blowout bifurcation point.

This increase in the parameter sensitivity of the synchronous chaotic attractor is caused by

the increase in the strength of local transverse repulsion of periodic repellers embedded in

the synchronous chaotic attractor.

In terms of the parameter sensitivity exponents, we characterize the parameter-mismatching

effect on the bubbling of a weakly stable synchronous chaotic attractor. For each c, we fol-

low a trajectory starting from a random initial orbit point until 50,000 laminar phases are

obtained, and then we find that the average laminar length τ exhibits a power-law scaling

behavior as in Eq. (2.65). The plot of the scaling exponent µ (denoted by open circles)

versus ∆c ≡ c− ct is shown in Fig. 2.34(d). As c decreases from ct, the value of µ decreases,

because the average laminar length shortens. As in the case of coupled Hénon maps, the

scaling exponent µ is given by the reciprocal of the parameter sensitivity exponent δ [see

Eq. (2.68)]. To examine the reciprocal relation, the reciprocal values of numerically obtained

δ (denoted by crosses) are plotted in Fig. 2.34(d). Note that they agree well with the values

of µ (denoted by open circles), as in the preceding example of coupled Hénon maps.
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So far, in both systems of mutually coupled Hénon maps with α = 0.75 and unidirec-

tionally coupled pendula with α = 1, we have characterized the parameter-mismatching

effect. Through Eq. (2.55) [Eq. (2.73)], one can easily see that the parameter sensitivity

exponent for a given (a, c) in the case of α = 0.75 (α = 1) is the same as that for the

value of [a, 1.25c/(2 − α)] ([a, c/(2 − α)]) for any other case of α. Thus, the results of the

parameter sensitivity exponents given in Fig. 2.33(b) [Fig. 2.34(c)] may be converted into

those for the case of general α only by a scale change in the coupling parameter such that

c → 1.25c/(2− α) [c → c/(2− α)].

Finally, we confirm that the method of characterizing the noise sensitivity of the weakly

stable synchronized chaotic attractor in terms of the noise sensitivity exponent may be

generalized to the coupled systems consisting of the high-dimensional maps such as the

Hénon map or the oscillators [22].

2.3 Dynamical Consequence of Blowout Bifurcations

We investigate the dynamical origin for the occurrence of asynchronous hyperchaos and chaos

via blowout bifurcations in coupled chaotic systems [38]. An asynchronous hyperchaotic or

chaotic attractor with a positive or negative second Lyapunov exponent appears through

a blowout bifurcation. It is found that the sign of the second Lyapunov exponent of the

newly-born asynchronous attractor, exhibiting on-off intermittency, is determined through

competition between its laminar and bursting components. When the “strength” (i.e., a

weighted second Lyapunov exponent) of the bursting component is larger (smaller) than

that of the laminar component, an asynchronous hyperchaotic (chaotic) attractor appears.

2.3.1 Consequence of Blowout Bifurcations in Two Coupled 1D

Maps

We investigate the dynamical origin for the appearance of asynchronous hyperchaotic and

chaotic attractors via blowout bifurcations in a representative model system of two coupled

1D maps with a parameter α tuning the asymmetry of coupling. The asymmetric coupling

naturally appears in the dynamics of two clusters for the case of global coupling [10], in which
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each element is coupled to all the other elements with equal strength. Examples of globally

coupled systems are laser arrays [89], Josephson junction arrays [90], cardiac pacemaker

cells [91], flashing fireflies [92], and chirping crickets [93]. As a basic model, we consider N

globally coupled 1D maps [46],

xi(t + 1) = f(xi(t)) +
ε

N

N∑
j=1

[f(xj(t))− f(xi(t))], (2.75)

where xi(t) is a state variable of the ith element at a discrete time t, the uncoupled dynamics

(ε = 0) is governed by the 1D map f(x) = 1 − ax2 with a control parameter a, and ε is

a coupling parameter. For certain values of ε, full synchronization in which all elements

exhibit the same temporal behaviors [i.e., x1(t) = · · · = xN(t)] occurs. For other values of ε,

the population of elements splits into groups with different dynamics. For example, in the

case of two clusters, we have

xi1(t) = xi2(t) = · · · = xiN1
(t) ≡ xt, xiN1+1

(t) = xiN1+2
(t) = · · · = xiN (t) ≡ yt, (2.76)

where N1 and N2 (= N − N1) represent the number of elements in the first and second

clusters, exhibiting the x- and y-dynamics, respectively. This two-cluster state is a usual

clustering to occur when the full synchronization breaks down. Under the condition (2.76),

the system of globally coupled 1D maps is reduced to a system of two coupled 1D maps with

a parameter p describing the distribution of elements between the two clusters [10],

xt+1 = f(xt) + p ε [f(yt)− f(xt)], yt+1 = f(yt) + (1− p) ε [f(xt)− f(yt)], (2.77)

where p = N2/N (0 ≤ p ≤ 1) denotes the fraction of the total population of elements in

the second cluster. Note that an uneven distribution of elements between the two clusters

causes an asymmetry in the coupling. Since the two coupled maps (2.77) are invariant under

the interchange of x and y (x ↔ y) and a change of p (p → 1− p), it is sufficient to consider

only the case of 0 ≤ p ≤ 1/2. Furthermore, through a transformation of parameters

p → 1− α

2− α
and ε → (2− α) c, (2.78)

we obtain two coupled 1D maps T , which were used in our previous work [11],

T :





xt+1 = f(xt) + (1− α) c [f(yt)− f(xt)],

yt+1 = f(yt) + c [f(xt)− f(yt)].
(2.79)
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Here, c is a coupling parameter and α (0 ≤ α ≤ 1) is a parameter tuning the degree of

asymmetry of coupling from symmetric coupling (α = 0) to unidirectional coupling (α = 1).

Consequently, Eq. (2.79) may be used as a model map for studying a transition from full

synchronization to two-cluster dynamics in globally coupled systems.

The coupled map T has an invariant synchronization line x = y. If an orbit lies on this

invariant diagonal, then it is called a synchronous orbit because the state variables xt and

yt become the same for all t; otherwise it is called an asynchronous orbit. For the accuracy

of numerical calculations 1, we introduce new coordinates, u and v,

u =
x + y

2
, v =

x− y

2
. (2.80)

Under the coordinate change, the invariant diagonal x = y is transformed into a new invariant

line v = 0. In these new coordinates, the coupled map T of Eq. (2.79) becomes

T :





ut+1 = 1− a(u2
t + v2

t )− 2aα c utvt,

vt+1 = −2a[1− (2− α) c ]utvt.
(2.81)

From now on, we investigate the dynamical origin for the occurrence of asynchronous hy-

perchaos and chaos via blowout bifurcations in the new map T by varying the asymmetry

parameter α.

We also note that the coupled map T is noninvertible, because its Jacobian determinant

det(DT ) (DT is the Jacobian matrix of T ) becomes zero along the critical curves, C0 =

{(u, v) ∈ R2 : u = v or u = −v}. Critical curves of rank k, Ck (k = 1, 2, . . .), are then

given by the images of C0 [i.e., Ck = T k(C0)]. Segments of these critical curves can be

used to bound a compact region of the phase space that acts as a trapping bounded vessel,

called an absorbing area A, inside which trajectories bursting away from the invariant line

1When the magnitude of a transverse variable d of an asynchronous trajectory, representing the deviation

from the invariant synchronization line, is less than a threshold value d̃, the computed trajectory falls into

an exactly synchronous state due to a finite precision. In the system of coordinates x and y, the order of

magnitude of the threshold value d̃ for d (= |x−y|) is about 10−15 except the region near the origin, because

the double-precision values of x and y have about 15 decimal places of precision. On the other hand, in the

system of u and v, the order of magnitude of the threshold value d̃ for d(= |v|) is about 2.2× 10−308, which

is a threshold value for the numerical underflow in the double-precision calculation. Hence, in the system of

u and v, we can follow a trajectory until its length becomes sufficiently long for the calculation of Lyapunov

exponents of an asynchronous attractor.
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v = 0 are confined [82, 84]. Furthermore, boundaries of such an absorbing area can also be

obtained by the union of segments of critical curves and portions of unstable manifolds of

unstable periodic orbits. For this case, A is called a mixed absorbing area. We note that

the consequence of the blowout bifurcation of the synchronized chaotic attractor depends

on the existence of an absorbing area, controlling the global dynamics. In the presence of

an absorbing area, an asynchronous attractor within this absorbing area is born through a

supercritical blowout bifurcation. However, in the absence of an absorbing area, an abrupt

change from the synchronized state occurs via a subcritical blowout bifurcation, because

almost all points near the invariant line v = 0 eventually move away and never return.

With increase of the control parameter a, the coupled map T exhibits an infinite sequence

of period-doubling bifurcations of synchronous attractors with period 2n (n = 0, 1, 2, . . .),

ending at the accumulation point a∞ (= 1.401 155 · · ·), in some region of c. This period-

doubling cascade leads to creation of the synchronized chaotic attractor on the invariant

line v = 0. With further increase of a past a∞, a sequence of band-merging bifurcations

of the synchronized chaotic attractor takes place. Hereafter, we fix the value of a as a =

1.97, where a single-band synchronized chaotic attractor exists on the invariant v = 0 line,

as shown in Fig. 2.35(a). The longitudinal stability of trajectories on the synchronized

chaotic attractor against perturbation along the v = 0 line is determined by its longitudinal

Lyapunov exponent

σ|| = lim
N→∞

1

N

N∑
t=1

ln |2aut|, (2.82)

which is just the Lyapunov exponent in the uncoupled 1D map. For a = 1.97, we have

σ|| = 0.6157. On the other hand, the transverse stability of the synchronized chaotic attractor

against perturbation across the v = 0 line is determined by its transverse Lyapunov exponent,

which for the map T is given by

σ⊥ = σ|| + ln |1− 2s|, (2.83)

where s [≡ (1 − α/2)c] is a scaled coupling parameter. A plot of σ⊥ versus s is shown in

Fig. 2.35(b). If s is relatively large such that σ|| < − ln(1 − 2s), then the synchronized

chaotic attractor becomes transversely stable (i.e., its transverse Lyapunov exponent σ⊥ is

negative). Intuitively, this result seems to make sense since strongly coupled systems tend
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Figure 2.35: (a) One-band synchronized chaotic attractor on the invariant line v = 0 for

a = 1.97 and s[≡ (1 − α/2)c] = 0.23. (b) Plot of the transverse Lyapunov exponent σ⊥ of

the synchronized chaotic attractor versus the scaled coupling parameter s. As s decreases

through a threshold value s∗ (' 0.2299), σ⊥ becomes positive.

to synchronize. However, as s is decreased and passes a threshold value s∗,

s∗ =
1

2
(1− e−σ||), (2.84)

the transverse Lyapunov exponent σ⊥ of the synchronized chaotic attractor becomes positive.

For a = 1.97, we have s∗ ' 0.2299. Consequently, when passing s∗, the synchronized

chaotic attractor becomes transversely unstable, and then an asynchronous attractor, filling

an absorbing area, is born through a supercritical blowout bifurcation.

To determine the type of a newly-born asynchronous attractor, its Lyapunov exponents

are numerically calculated as follows. We choose a random initial orbit point with uniform

probability in the range of u ∈ (1 − a, 1) on a line v = ε (ε = 10−6) near the invariant

line v = 0 and follow the trajectory until its length L becomes 108 2. Then we obtain

the Lyapunov exponents through the Gram-Schmidt reorthonormalization (GSR) procedure

2Due to the finite numerical precision, the computer compiler regards very small (nonzero) numbers as

zeros when their magnitudes are less than a threshold value r∗ for numerical underflow [r∗ ' 2.2 × 10−308

for IEEE (Institute of Electrical and Electronics Engineers) double precision]. Once the magnitude of the

transverse variable v becomes less than r∗, the computed trajectory falls into an exactly synchronous state

(v = 0), and further bursting from the v = 0 line cannot occur. As s approaches s∗ from below, the

probability of occurrence of such a synchronous state increases. For this case, we choose another random

initial orbit points and repeat the procedure for calcualting the Lyapunov exponents until a trajectory

segment of length L (= 108) is obtained.
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[94]. For a trajectory segment, we consider the evolution of a set of two orthonormal tangent

vectors {z(1)
t , z

(2)
t } along the trajectory {wt [≡ (ut, vt)]} (t = 0, 1, 2, . . .). By an application of

the linearized map DT (wt) (i.e., Jacobian matrix of T at the orbit point wt) on {z(1)
t , z

(2)
t },

we obtain a set of two evolved tangent vectors, {DT (wt)z
(1)
t , DT (wt)z

(2)
t }. At each time

step, we replace the evolved tangent vectors with a new set of reorthonormalized tangent

vectors {z(1)
t+1, z

(2)
t+1} using the GSR method:

z
(1)
t+1 =

DT (wt)z
(1)
t

d
(1)
t+1

, z
(2)
t+1 =

q
(2)
t+1

d
(2)
t+1

, (2.85)

d
(1)
t+1 = ||DT (wt)z

(1)
t || =

√
< DT (wt)z

(1)
t , DT (wt)z

(1)
t >, (2.86)

d
(2)
t+1 = ||q(2)

t+1|| =
√

< q
(2)
t+1,q

(2)
t+1 >, (2.87)

q
(2)
t+1 = DT (wt)z

(2)
t − <DT (wt)z

(2)
t , z

(1)
t+1> z

(1)
t+1, (2.88)

where < , > denotes the inner product of two vectors and d
(1)
t+1 (d

(2)
t+1) represents the length

of the evolved first vector (the component of the evolved second vector orthogonal to the

evolved first vector, i.e., q
(2)
t+1). Note that the GSR never affects the direction of the first

vector z
(1)
t+1 and the second vector z

(2)
t+1 is orthogonal to z

(1)
t+1. Through this GSR procedure,

we numerically calculate the first and second Lyapunov exponents σ1 and σ2 of a trajectory

segment with length L,

σ1 =
1

L

L−1∑
t=0

r
(1)
t , r

(1)
t = ln d

(1)
t+1, (2.89)

σ2 =
1

L

L−1∑
t=0

r
(2)
t , r

(2)
t = ln d

(2)
t+1, (2.90)

where r
(1)
t (r

(2)
t ) denotes the rate of exponential growth of the length of the first vector (the

component of the evolved second vector orthogonal to the evolved first vector) at the time

t. In this way, we obtain an approximation for the first and second Lyapunov exponents of

the asynchronous attractor born through the blowout bifurcation.

Figures 2.36(a) and 2.36(b) show σ1 and σ2 of the asynchronous attractors born through

blowout bifurcations for α = 0 (up triangles), 0.852 (crosses), and 1 (down triangles). For

the case of unidirectional coupling (α = 1), σ1 is just the longitudinal Lyapunov exponent

σ|| of the synchronized chaotic attractor. On the other hand, as α is decreased toward zero,

the value of σ1 becomes smaller [see Fig. 2.36(a)]. However, σ1 is always positive for all α.
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For this case, the type of the asynchronous attractor with σ1 > 0 is determined through

the sign of σ2. For the symmetric coupling case (α = 0), the asynchronous attractor is

hyperchaotic with σ2 > 0. On the other hand, as α is increased from zero, the value of σ2

decreases, eventually it becomes zero for a threshold value α∗ (' 0.852), and then it becomes

negative [see Fig. 2.36(b)]. Hence, an asynchronous chaotic attractor with σ2 < 0 appears

for α > α∗. As examples for ∆s(= s−s∗) = −0.0016, see Figs. 2.36(c) and 2.36(d) that show

the asynchronous hyperchaotic (σ1 = 0.6087 and σ2 = 0.0024) and chaotic (σ1 = 0.6157 and

σ2 = −0.0028) attractors when α = 0 and 1, respectively.

As shown in Fig. 2.37, the time series of the variable d (= |v|) of typical trajectories on

the newly-born asynchronous attractors exhibits on-off intermittency, in which long episodes

of nearly synchronous evolution are occasionally interrupted by short-term bursts. To char-

acterize the on-off intermittent time series, we use a small quantity d∗ for the threshold value

of d such that for d < d∗ the signal is considered to be in the laminar (off) state and for

d ≥ d∗ it is considered to be in the bursting (on) state. So far, statistical properties of

such on-off intermittent attractors have been well characterized through investigation of the

distribution of the laminar lengths and the scaling of the average laminar length and the

average bursting amplitude [29, 30, 31, 32, 33, 34, 35].

However, although examples were given in previous works (e.g., see Refs. [24, 36, 37,

11]), the dynamical origin for the appearance of asynchronous hyperchaotic and chaotic

intermittent attractors through blowout bifurcations remains unclear. Hence, we investigate

the type of asynchronous intermittent attractors by varying the asymmetry parameter α. As

explained above, a typical trajectory, exhibiting on-off intermittency, may be decomposed

into its laminar and bursting components. Then the second Lyapunov exponent σ2 of an

asynchronous attractor [see Eq. (2.90) for the second Lyapunov exponent of a trajectory

segment] can be given by the sum of the two weighted second Lyapunov exponents of the

laminar and bursting components, Λl
2 and Λb

2:

σ2 = Λl
2 + Λb

2 (2.91)

= Λb
2 − |Λl

2|, (2.92)

where the laminar component always has a negative weighted second Lyapunov exponent

(Λl
2 < 0). Here, the weighted second Lyapunov exponent Λi

2 for each component (i = l, b) is
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Figure 2.36: Plots of the (a) first (σ1) and (b) second (σ2) Lyapunov exponents of the newly-

born asynchronous attractors born through supercritical blowout bifurcations versus the

deviation ∆s (= s− s∗) from the blowout bifurcation point s∗ (' 0.2299) for a = 1.97 with

α = 0 (up triangles), 0.852 (crosses), and 1 (down triangles). The length of a trajectory

segment for the calculation of σ1 and σ2 is L = 108, and straight line segments between

neighboring data symbols are plotted only to guide the eye. For reference, the transverse

Lyapunov exponent of the synchronized chaotic attractor, σ⊥, is represented by a dashed

line in (b). For ∆s = −0.0016, examples of (c) hyperchaotic (σ1 = 0.6087 and σ2 = 0.0024)

and (d) chaotic (σ1 = 0.6157 and σ2 = −0.0028) attractors are given when α = 0 and 1,

respectively. In both (c) and (d), the initial orbit point is (u0, v0) = (0.5, 0.01), 5×103 points

are computed before plotting, and the next 4 × 104 points are plotted. In (c) segments of

unstable manifolds (whose direction are denoted by arrows) of an asynchronous period-2

saddle (denoted by open circles) connect to segments of the critical curves Ck (k = 1, 2)

(dots denote where these segments connect), and hence define a mixed absorbing area which

a hyperchaotic attractor fills. In (d), a chaotic attractor fills an absorbing area bounded by

segments of the critical curves Ck (k = 1, 2, 3, 4).
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Figure 2.37: Time series of the variable d(= |v|), representing the deviation from the invariant

v = 0 line, for a = 1.97 and ∆s = −0.0016 with (a) α = 0 and (b) α = 1. In both cases, the

initial orbit point is (u0, v0) = (0.5, 0.01).

given by the product of the fraction µi of time spent in the i state and its second Lyapunov

exponent σi
2, i.e.,

Λi
2 = µiσ

i
2; µi =

Li

L
, σi

2 =
1

Li

∑
t∈ i state

′
r
(2)
t (i = l, b), (2.93)

where Li is the time spent in the i state for a trajectory segment of length L and the primed

summation is performed in each i state. As can be seen in Eq. (2.92), the sign of σ2 is

determined through competition of the laminar and bursting components. Hence, when the

strength (i.e., the weighted second Lyapunov exponent Λb
2) of the bursting component is

larger (smaller) than that (i.e., |Λl
2|) of the laminar component, an asynchronous hyper-

chaotic (chaotic) attractor appears. We also note that the weighted Lyapunov exponents Λl
2

and Λb
2 depend on the threshold value d∗, although σ2 is independent of d∗. With decreasing

d∗, Λl
2 decreases to zero because the time µl spent in the laminar state goes to zero; thus

Λb
2 [= |Λl

2| + σ2] converges to σ2. Here, we again emphasize that σ2, determining the type

of asynchronous attractors, depends only on the difference between Λb
2 and |Λl

2|, which is

independent of d∗ [see Eq. (2.92)]. Hence, although Λ
l(b)
2 depends on d∗, the conclusion as to

the type of asynchronous attractors is independent of d∗. Hereafter, we fix the value of the

threshold value of d at d∗ = 10−5.

Figures 2.38(a) and 2.38(b) show the strength of the bursting and laminar components, Λb
2

and |Λl
2|, respectively. As mentioned above, the type of newly-born asynchronous attractor

is determined through competition between the laminar and the bursting components as
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Figure 2.38: Plots of strength of the (a) bursting and (b) laminar components (i.e., (a) Λb
2

and (b) |Λl
2|) versus ∆s (= s−s∗) for a = 1.97 with α = 0 (up triangles), 0.852 (crosses), and

1 (down triangles). The threshold value of the variable d(= |v|) is d∗ = 10−5, and straight

line segments between neighboring data symbols are plotted just to guide the eye. Note that

as α is increased from zero, Λb
2 decreases, while |Λl

2| is nearly independent of α.

follows. We first note that for α = 0 (up triangles), the bursting component is dominant,

because Λb
2 > |Λl

2|. However, as α is increased from zero, Λb
2 decreases, while |Λl

2| is nearly

independent of α. Eventually, for a threshold value α∗ [' 0.852 (crosses)], the strength of the

bursting and laminar components becomes balanced (i.e., Λb
2 = |Λl

2|), and then the laminar

component becomes dominant for α > α∗ [e.g., α = 1 (down triangles)], because Λb
2 < |Λl

2|.
Consequently, for α < α∗, there is a hyperchaotic attractor with σ2 > 0, while for α > α∗,

there is a chaotic attractor with σ2 < 0.

The fraction µl(b) of the laminar (bursting) time [i.e., the time spent in the laminar (burst-

ing) state] and the second Lyapunov exponent σ
l(b)
2 of the laminar (bursting) component are

also given in Fig. 2.39. For the case of the laminar component, both µl and σl
2 are nearly

independent of α, and hence its weighted second Lyapunov exponent Λl
2 (= µlσ

l
2) becomes

nearly the same, independently of α. On the other hand, the second Lyapunov exponent σb
2

of the bursting component decreases with increasing α from zero [α = 0 (up triangles), 0.852

(crosses), and 1 (down triangles)], while its fraction µb [= 1−µl] of the bursting time is nearly

independent of α. Consequently, the strength of the bursting component [i.e., Λb
2(= µbσ

b
2)]

becomes smaller as α is increased from zero. Thus, for a threshold value α∗ (' 0.852), the

strength of the laminar and bursting components becomes balanced (i.e., Λb
2 = |Λl

2|), and

then a transition from asynchronous hyperchaos to chaos occurs.
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Figure 2.39: Plots of (a) [(c)] the fraction µl(b) of the laminar (bursting) time and (b) [(d)] the

second Lyapunov exponent σ
l(b)
2 of the laminar (bursting) component versus ∆s (= s−s∗) for

a = 1.97 with α = 0 (up triangles), 0.852 (crosses), and 1 (down triangles). The threshold

value of the variable d(= |v|) is d∗ = 10−5, and straight line segments between neighboring

data symbols are plotted only to guide the eye. Note that as α is increased from zero, σb
2

decreases, while µl(b) and σl
2 are nearly independent of α.
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We believe that the transition we have found from a hyperchaotic to a chaotic asyn-

chronous attractor can be understood as follows. After the blowout bifurcation, the asyn-

chronous attractor includes an infinite number of asynchronous unstable periodic orbits that

are off the invariant line v = 0. Some of these unstable periodic orbits have two positive

Lyapunov exponents and some others have only one positive Lyapunov exponent. It is con-

jectured that as α increases from zero, the strength of the group of asynchronous unstable

periodic orbits with negative second Lyapunov exponents might increase, which may result

in the observed decrease in σb
2.

Finally, we discuss implication of the above results for the case of global coupling. The

transition from synchronous chaos to asynchronous hyperchaos or chaos via a blowout bi-

furcation corresponds to a transition from a fully synchronized state to a two-cluster state

in globally coupled 1D maps. Depending on the value of the parameter p (describing the

distribution of elements between the two clusters), the intermittent two-cluster state is hy-

perchaotic or chaotic. The type of this intermittent two-cluster state may be determined

through a competition between its laminar and bursting components. If the bursting (lami-

nar) component becomes dominant, then a hyperchaotic (chaotic) two-cluster state appears.

2.3.2 Consequence of Blowout Bifurcations in High-Dimensional

Invertible Systems

Since the (noninvertible) 1D map is a paradigm model for period-doubling dynamics in a

large class of systems, the results obtained in the preceding section are of wider significance.

As examples, we consider coupled Hénon maps [32] and coupled parametrically forced pen-

dula [12] which are high-dimensional invertible systems exhibiting period doublings and find

similar results.

First, we consider two coupled Hénon maps, often used as a representative model for the

Poincaré map of coupled oscillators:

x
(1)
t+1 = f(x

(1)
t )− y

(1)
t + (1− α) c [f(x

(2)
t )− f(x

(1)
t )], (2.94)

y
(1)
t+1 = bx

(1)
t , (2.95)

x
(2)
t+1 = f(x

(2)
t )− y

(2)
t + c [f(x

(1)
t )− f(x

(2)
t )], (2.96)
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y
(2)
t+1 = bx

(2)
t , (2.97)

where (x
(i)
t , y

(i)
t ) (i = 1, 2) is a state vector of the ith subsystem at a discrete time t, f(x) =

1 − ax2, c is a coupling parameter, α (0 ≤ α ≤ 1) is a parameter tuning the degree of

asymmetry of coupling, and the Jacobian determinant of this system is b2 (|b| < 1). As in

the case of two coupled 1D maps, the two coupled Hénon maps may also be used as a model

system for studying the two-cluster dynamics in many globally coupled Hénon maps.

As in the coupled 1D maps, we introduce new coordinates for the accuracy of numerical

calculations,

u(1) =
x(1) + x(2)

2
, u(2) =

y(1) + y(2)

2
, v(1) =

x(1) − x(2)

2
, v(2) =

y(1) − y(2)

2
. (2.98)

Then, the coupled Hénon maps of Eq. (2.97) become

u
(1)
t+1 = 1− a(u

(1)
t

2
+ v

(1)
t

2
)− 2aα c u

(1)
t v

(1)
t − u

(2)
t , (2.99)

u
(2)
t+1 = bu

(1)
t , (2.100)

v
(1)
t+1 = −2a[1− (2− α) c ]u

(1)
t v

(1)
t − v

(2)
t , (2.101)

v
(2)
t+1 = bv

(1)
t . (2.102)

In this new map, we investigate the type of asynchronous intermittent attractors born via

blowout bifurcations by varying the asymmetry parameter α when b = 0.1 and a = 1.83.

Synchronous orbits lie on an invariant plane where v(1) = v(2) = 0. When the scaled coupling

parameter s [= (1− α/2)c] passes a threshold value s∗ (' 0.1787), the synchronized chaotic

attractor on the invariant plane becomes transversely unstable, because its largest transverse

Lyapunov exponent becomes positive. Then, a new asynchronous attractor appears through

a supercritical blowout bifurcation. To calculate the Lyapunov exponents of the newly-

born asynchronous attractor, we choose a random value for u
(1)
0 with uniform probability in

the range of u
(1)
0 ∈ (−0.5, 0.5) and follow a trajectory starting from an initial orbit point

(u
(1)
0 , bu

(1)
0 , ε, bε) (ε = 10−5) until its length L becomes 108. As shown in Fig. 2.40(a), the

second Lyapunov exponent σ2 of the asynchronous attractor depends on the asymmetry

parameter α [α = 0 (up triangles), 0.905 (crosses), and 1 (down triangles)]. There exists a

threshold value α∗ (' 0.905) such that for α < α∗ the asynchronous attractor is hyperchaotic

with σ2 > 0, while for α > α∗ it is chaotic with σ2 < 0. Figures 2.40(b) and 2.40(c)
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show examples of the asynchronous hyperchaotic and chaotic attractors for ∆s(= s− s∗) =

−0.0016 with α = 0 and 1, respectively. As in the coupled 1D maps, we use a threshold

value d∗ (= 10−4) for the variable d [≡ 1
2
(|v(1)| + |v(2)|)], representing the deviation from

the invariant plane. When d < d∗, the system is said to be in the laminar (off) state,

while for d ≥ d∗ it is said to be in the bursting (on) state. We find that the type of

an asynchronous intermittent attractor is determined through the competition between its

laminar and bursting components [see Eq. (2.92)]. Figures 2.40(d) and 2.40(e) show the

strength of the bursting and laminar components (i.e., Λb
2 and |Λl

2|), respectively. Note that

as α increases from zero [α = 0 (up triangles), 0.905 (crosses), and 1 (down triangles)],

Λb
2 decreases, while |Λl

2| is nearly independent of α. For α < α∗ (' 0.905), the bursting

component is dominant because Λb
2 > |Λl

2|, and hence a hyperchaotic attractor with σ2 > 0

appears. On the other hand, for α > α∗, a chaotic attractor with σ2 < 0 appears because

the laminar component becomes dominant (i.e., Λb
2 < |Λl

2|).
As a second example, we consider a system of two coupled parametrically forced pendula:

ẋ1 = y1 + (1− α) c (x2 − x1), (2.103)

ẏ1 = f(x1, y1, t) + (1− α) c (y2 − y1), (2.104)

ẋ2 = y2 + c (x1 − x2), (2.105)

ẏ2 = f(x2, y2, t) + c (y1 − y2), (2.106)

where (xi, yi) (i = 1, 2) is a state vector of the ith subsystem, f(x, y, t) = −2πβΩy−2π(Ω2−
A cos 2πt) sin 2πx, x is a normalized angle with range x ∈ [0, 1), y is a normalized angular

velocity, the overdot denotes a derivative with respect to time t, β is a normalized damping

parameter, Ω is a normalized natural frequency of the unforced pendulum, A is a normalized

driving amplitude of the vertical oscillation of the suspension point, c is a coupling parameter,

and α is a parameter tuning the degree of the asymmetry of coupling. As in two coupled

1D maps, these two coupled parametrically forced pendula may also be used as a model for

investigating the two-cluster dynamics in many globally coupled pendula.

As in the coupled Hénon maps, we introduce new coordinates,

u1 =
x1 + x2

2
, u2 =

y1 + y2

2
, v1 =

x1 − x2

2
, v2 =

y1 − y2

2
. (2.107)
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Figure 2.40: Consequence of blowout bifurcations in two coupled Hénon maps for b = 0.1

and a = 1.83. When the scaled coupling parameter s passes a threshold value s∗ (= 0.1787),

an intermittent asynchronous attractor is born via a blowout bifurcation. The length of

a trajectory segment for the calculation of the Lyapunov exponents of the asynchronous

attractor is L = 108 and the threshold value of the variable d [= 1
2
(|v1|+ |v2|)], representing

the deviation from the invariant plane, is d∗ = 10−4. (a) Plot of σ2 versus ∆s (= s − s∗)

for α = 0 (up triangles), 0.905 (crosses), and 1 (down triangles). The dashed line represents

the largest transverse Lyapunov exponent of the synchronized chaotic attractor. Note that

σ2 depends on α. Projections of (b) hyperchaotic (σ1 = 0.4340 and σ2 = 0.0031) and (c)

chaotic (σ1 = 0.4406 and σ2 = −0.0024) attractors onto the u(1) − v(1) plane are given for

∆s = −0.0016 with α = 0 and 1, respectively. In both (b) and (c) the initial orbit point is

(u
(1)
0 , u

(2)
0 , v

(1)
0 , v

(2)
0 ) = (0.5, 0.05, 0.01, 0.001), the 5×103 points are computed before plotting,

and the next 5 × 104 points are plotted. Plots of Λb
2 and |Λl

2| versus ∆s are also given in

(d) and (e), respectively. The symbols are the same as those in (a). For α < α∗(' 0.905),

Λb
2 > |Λl

2|, while for α > α∗, Λb
2 < |Λl

2|. In (a), (d), and (e), straight line segments between

neighboring data symbols are plotted only to guide the eye.

97



Then, the equations of motion of Eq. (2.106) become

u̇1 = u2 + α c v1, (2.108)

u̇2 = −2πβΩu2 − 2π(Ω2 − A cos 2πt) sin 2πu1 cos 2πv1 + α c v2, (2.109)

v̇1 = v2 − (2− α) c v1, (2.110)

v̇2 = −2πβΩv2 − 2π(Ω2 − A cos 2πt) cos 2πu1 sin 2πv1 − (2− α) c v2. (2.111)

The phase space of the coupled parametrically forced pendula is five dimensional with co-

ordinates u1, u2, v1, v2, and t. Since the system is periodic in t, it is convenient to regard

time as a circular coordinate in the phase space. We also consider the surface of section, the

u1-u2-v1-v2 hypersurface at integer times (i.e., t = m, m: integer). Then, using the 4th-order

Runge-Kutta method with a time step h = 0.02, we integrate Eq. (2.111) and follow a tra-

jectory. This phase-space trajectory intersects the surface of section in a sequence of points.

This sequence of points corresponds to a mapping on the 4D hypersurface. The map can be

computed by stroboscopically sampling the orbit points wm [≡ (u1(m), u2(m), v1(m), v2(m))]

at the discrete time m. We call the transformation wm → wm+1 the Poincaré map, and write

wm+1 = P (wm). This 4D Poincaré map P has a constant Jacobian determinant of e−4πβΩ−4s,

where s [= (1 − α/2)c] is the scaled coupling parameter, and synchronous orbits lie on the

invariant plane where v1 = v2 = 0.

As an example, we consider the 4D Poincaré map P for the case of β = 1.0, Ω = 0.5,

and A = 0.85. When the scaled coupling parameter s passes a threshold value s∗ (' 0.324),

a new asynchronous attractor appears through a supercritical blowout bifurcation, as the

synchronized chaotic attractor on the invariant plane becomes transversely unstable (i.e.,

its largest transverse Lyapunov exponent becomes positive). To calculate the Lyapunov

exponents of the newly-born asynchronous attractor, we choose a random value for u1(0)

[u2(0)] with uniform probability in the range of u1(0) ∈ (−0.15, 0.15) [u2(0) ∈ (−0.5, 0.5)]

and follow a trajectory starting from an initial orbit point (u1(0), u2(0), ε, ε) (ε = 10−5) until

its length L becomes 107. As shown in Fig. 2.41(a), the second Lyapunov exponent σ2 of

the asynchronous attractor depends on the asymmetry parameter α [α = 0 (up triangles),

0.84 (crosses), and 1 (down triangles)]. For α < α∗ (' 0.84), the asynchronous attractor

is hyperchaotic with σ2 > 0, while for α > α∗, it is chaotic with σ2 < 0. Examples

of asynchronous hyperchaotic and chaotic attractors for ∆s = −0.006 with α = 0 and 1
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are given in Figs. 2.41(b) and 2.41(c), respectively. As in the coupled Hénon maps, the

asynchronous attractor exhibits on-off intermittency, and hence its type may be determined

through the competition between its laminar and bursting components [see Eq. (2.92)].

Figures 2.41(d) and 2.41(e) show the strength of the bursting and laminar components, Λb
2

and |Λl
2|, respectively. We note that as α is increased from zero [α = 0 (up triangles),

0.84 (crosses), and 1 (down triangles)], the strength of the bursting component (i.e., Λb
2)

decreases, while the strength of the laminar component (i.e., |Λl
2|) is nearly independent of

α. For α < α∗ (' 0.84), Λb
2 > |Λl

2|, and hence a hyperchaotic attractor with σ2 > 0 appears.

On the other hand, for α > α∗, a chaotic attractor with σ2 < 0 appears because Λb
2 < |Λl

2|.

2.4 Partial Synchronization in Three Coupled Chaotic

Systems

We investigate the dynamical mechanism for the occurrence of partial synchronization in

three coupled chaotic systems [47]. A completely synchronized attractor on the diagonal

becomes transversely unstable via a blowout bifurcation, and then a two-cluster state, ex-

hibiting on-off intermittency, appears on an invariant plane. If the newly-born two-cluster

state is transversely stable, then partial synchronization occurs on the invariant plane; other-

wise, complete desynchronization takes place. It is found that the transverse stability of the

intermittent two-cluster state may be determined through the competition between its lami-

nar and bursting components. When the laminar (bursting) component is dominant, partial

synchronization (complete desynchronization) occurs through the blowout bifurcation.

2.4.1 Partial Synchronization in Three Coupled 1D Maps

We investigate the dynamical mechanism for the occurrence of partial synchronization in

three coupled 1D maps with a parameter tuning the asymmetry in the coupling.

x
(i)
t+1 = f(x

(i)
t ) + ε [

3∑
j=1

pjf(x
(j)
t )− f(x

(i)
t )], i = 1, 2, 3, (2.112)

where x
(i)
t is a state variable of the ith element at a discrete time t, the uncoupled dynamics

(ε = 0) is governed by the 1D map f(x) = 1−ax2 with a control parameter a, ε is a coupling
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Figure 2.41: Consequence of blowout bifurcations in two coupled parametrically forced pen-

dula for β = 1.0, Ω = 0.5, and A = 0.85. When the scaled coupling parameter s passes a

threshold value s∗ (' 0.324), an intermittent asynchronous attractor is born via a blowout

bifurcation. The length of a trajectory segment for the calculation of the Lyapunov expo-

nents of an asynchronous attractor in the 4D Poincaré map P is L = 107 and the threshold

value of the variable d [≡ 1
2
(|v1|+ |v2|)], representing the deviation from the invariant plane,

is d∗ = 10−4. (a) Plot of σ2 versus ∆s (= s − s∗) for α = 0 (up triangles), 0.84 (crosses),

and 1 (down triangles). The dashed line represents the largest transverse Lyapunov expo-

nent of the synchronized chaotic attractor. Note that σ2 depends on α. Projections of (b)

hyperchaotic (σ1 = 0.628 and σ2 = 0.017) and (c) chaotic (σ1 = 0.648 and σ2 = −0.008)

attractors onto the u1 − v1 plane are given for ∆s = −0.006 with α = 0 and 1, respectively.

In both (b) and (c), the initial orbit point is (u1, u2, v1, v2) = (0.1, 0.1, 0.01, 0.01), the 5×103

points are computed before plotting, and the next 3 × 104 points are plotted. Plots of Λb
2

and |Λl
2| versus ∆s are also given in (d) and (e), respectively. The symbols are the same as

those in (a). For α < α∗(' 0.84), Λb
2 > |Λl

2|, while for α > α∗, Λb
2 < |Λl

2|. In (a), (d), and

(e), straight line segments between neighboring data symbols are plotted only to guide the

eye.
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parameter, and pj denotes the coupling weight for the jth element (
∑3

j=1 pj = 1). Here,

the asymmetric coupling naturally appears when studying the three-cluster dynamics in an

ensemble of N globally coupled 1D maps [46, 10, 42], where each 1D map is coupled to all

the other ones with equal strength,

x
(i)
t+1 = f(x

(i)
t ) + ε[

1

N

N∑
j=1

f(x
(j)
t )− f(x

(i)
t )]. (2.113)

For the case of three clusters with Nj elements in each jth cluster (j = 1, 2, 3), Eq. (2.113)

is reduced to the three-coupled system of Eq. (2.112), where pj (= Nj/N) represents the

fraction of the total population of elements in the jth cluster. Two extreme cases of the

unidirectional and symmetric couplings were previously considered. The unidirectionally

coupled map with p2 = p3 = 0 (i.e., p1 = 1), where the first drive subsystem with the

state variable x(1) acts on the second and third response subsystems with the state variables

x(2) and x(3), was studied in [40], and partial synchronization was observed to occur on an

invariant plane via a supercritical blowout bifurcation of the fully synchronized attractor

on the diagonal. On the other hand, a completely desynchronized 3D attractor appears

through the supercritical blowout bifurcation for the case of symmetric coupling with p1 =

p2 = p3 = 1/3 [45]. To connect these two extreme cases, we consider a path with p2 = p3 ≡ p

(0 ≤ p ≤ 1/3) in the p2− p3 plane, and then the parameter p tunes the degree of asymmetry

in the coupling of Eq. (2.112) from the unidirectional coupling (p = 0) to the symmetric

coupling (p = 1/3).

From now on, we investigate the dynamical origin for the occurrence of partial synchro-

nization by varying the asymmetry parameter p in the three coupled 1D maps of Eq. (2.112)

for a = 1.95. We first consider complete synchronization occurring in the case of strong

coupling. Such complete synchronization is independent of p. Figures 2.42(a) and 2.42(b)

show a fully synchronized attractor on the invariant diagonal for ε = 0.5. The longitudinal

stability of a synchronized trajectory {x∗t (= x
(1)
t = x

(2)
t = x

(3)
t )} on the attractor against the

perturbation along the diagonal is determined by its longitudinal Lyapunov exponent

σ|| = lim
M→∞

1

M

M−1∑
t=0

ln |f ′(x∗t )|, (2.114)

where the prime represents the differentiation of f with respect to x. This longitudinal

Lyapunov exponent is just the Lyapunov exponent of the 1D map f . For a = 1.95, we have
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σ|| = 0.5795, and hence the attractor is a chaotic one. On the other hand, the transverse

stability of the fully synchronized attractor against perturbation across the diagonal (i.e.,

asynchronous perturbation) is determined by its transverse Lyapunov exponent with a two-

fold multiplicity,

σ⊥ = σ|| + ln |1− ε|. (2.115)

A plot of σ⊥ versus ε is shown in Fig. 2.42(c). If ε is relatively large such that σ|| < − ln |1−ε|,
then the transverse Lyapunov exponent σ⊥ is negative, and hence the fully synchronized at-

tractor becomes transversely stable. However, as ε decreases and passes a threshold value

ε∗ (= 0.4398), the fully synchronized attractor becomes transversely unstable, because the

transverse Lyapunov exponent σ⊥ becomes positive. Then, an asynchronous attractor, con-

taining the diagonal, is born via a supercritical blowout bifurcation, but its type depends on

the value of p.

In the unidirectionally coupled case with p = 0, a partially synchronized attractor appears

via a supercritical blowout bifurcation on the invariant Π23 (= {(x(1), x(2), x(3))|x(2) = x(3)})
plane, as shown in Figs. 2.43(a) and 2.43(b) for ε = 0.42. The partially synchronized

attractor is a chaotic one with two longitudinal Lyapunov exponents σ||,1(= 0.5795) and

σ||,2(= −0.014)], and it is transversely stable against the perturbation across the Π23 plane,

because its transverse Lyapunov exponent σ⊥(= −0.014) is negative. On the other hand, for

the symmetrically coupled case with p = 1/3, a completely desynchronized attractor, occu-

pying a finite 3D volume, appears through a supercritical blowout bifurcation, as shown in

Figs. 2.43(c) and 2.43(d) for ε = 0.42, and it is a hyperchaotic attractor with three positive

Lyapunov exponents (σ1 = 0.539, σ2 = 0.021, and σ3 = 0.01). Such complete desynchro-

nization occurs because the two-cluster state on the Π23 plane, born via the supercritical

blowout bifurcation, becomes transversely unstable, as will be shown below.

When the fully synchronized attractor on the diagonal becomes transversely unstable, a

two-cluster state appears on the invariant Π23 plane through a supercritical blowout bifur-

cation. This two-cluster state satisfies x
(1)
t ≡ Xt and x

(2)
t = x

(3)
t ≡ Yt, and its dynamics is

governed by a reduced 2D map,

Xt+1 = f(Xt) + 2p ε[f(Yt)− f(Xt)], (2.116)

Yt+1 = f(Yt) + (1− 2p) ε[f(Xt)− f(Yt)]. (2.117)
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Figure 2.42: Projections of a fully synchronized attractor onto the (a) x(1) − x(2) and (b)

x(2)− x(3) planes for a = 1.95 and ε = 0.5. (c) Plot of σ⊥ (transverse Lyapunov exponent of

the fully synchronized attractor) versus ε for a = 1.95. The data of σ⊥ are represented by a

solid line.
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Figure 2.43: Projections of the partially synchronized attractor onto the (a) x(1) − x(2) and

(b) x(2) − x(3) planes for a = 1.95 and ε = 0.42 in the unidirectionally coupled case with

p = 0. Projections of the completely desynchronized attractor onto the (a) x(1)−x(2) and (b)

x(2) − x(3) planes for a = 1.95 and ε = 0.42 in the symmetrically coupled case with p = 1/3.

For the accuracy of numerical calculations, we introduce new coordinates, U and V ,

U =
X + Y

2
, V =

X − Y

2
. (2.118)

Then, the invariant diagonal is transformed into a new invariant line V = 0. In these new

coordinates, the 2D reduced map of Eq. (2.117) becomes

Ut = 1− a(U2
t + V 2

t )− 2 a ε(1− 4p) UtVt, (2.119)

Vt = 2a(ε− 1)UtVt. (2.120)

Figures 2.44(a) and 2.44(b) show the two-cluster states, born via supercritical blowout bi-

furcations, in the U − V plane for the unidirectionally (p = 0) and symmetrically (p = 1/3)

coupled cases, respectively. These two-cluster states are chaotic attractors in the reduced 2D

map (i.e., they are chaotic attractors in the restricted Π23 plane). However, their transverse
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stability against perturbation across the invariant Π23 plane depends on the value of p. Only

when the two-cluster state is transversely stable, it becomes an attractor in the whole 3D

space. To determine the transverse stability of a two-cluster state, we numerically follow

a typical trajectory in the two-cluster state until its length L becomes 108, and then the

transverse Lyapunov exponent for the trajectory segment with length L is given by

σ⊥ =
1

L

L−1∑
t=0

ln |(1− ε) f ′(Ut − Vt)|. (2.121)

A plot of σ⊥ versus ∆ε (= ε−ε∗) is given in Fig. 2.44(c) [p = 0 (up triangles), 0.146 (crosses),

and 1/3 (down triangles)], where ε∗ (= 0.4398) is the blowout bifurcation point of the fully

synchronized attractor. For the case of unidirectional coupling (p = 0), the two-cluster state

is transversely stable, because its transverse Lyapunov exponent σ⊥ is negative, and hence

partial synchronization occurs on the Π23 plane via a supercritical blowout bifurcation (i.e.,

a partially synchronized attractor appears on the Π23 plane.). On the other hand, as p

is increased from 0, the value of σ⊥ increases, eventually it becomes zero for a threshold

value p∗(' 0.146), and then it becomes positive. Hence, for p∗ < p ≤ 1/3, complete

desynchronization takes place through a supercritical blowout bifurcation (i.e., a completely

desynchronized 3D attractor appears), because the two-cluster on the Π23 plane becomes

transversely unstable. Examples in Figs. 2.44(a) and 2.44(b) for ∆ε = −0.003 show the

transversely stable (σ⊥ = −0.0027) and unstable (σ⊥ = 0.002) two-cluster states for p = 0

and 1/3, respectively.

We now investigate the mechanism for the transition from partial synchronization to

complete desynchronization by varying the asymmetry parameter p. A typical trajectory

in the two-cluster state, born via a supercritical blowout bifurcation, exhibits on-off inter-

mittency near the main diagonal. We use a small quantity d∗ for the threshold value of

the magnitude of the transverse variable d (= |V |) such that for d < d∗ the trajectory is

considered to be in the laminar (off) state, where it exhibits a nearly synchronous motion,

while for d > d∗ it is considered in the bursting (on) state. Thus, a typical trajectory may

be decomposed into the laminar and bursting components. Then, dynamical properties of

the two-cluster state may be understood through competition of the laminar and bursting

components [38]. Here, we are concerned about the transverse stability of an intermittent

two-cluster state. Its transverse Lyapunov exponent σ⊥ [see Eq. (2.121) for the transverse
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Figure 2.44: (a) Transversely stable (σ⊥ = −0.0027) two-cluster state for p = 0 and (b)

transversely unstable (σ⊥ = 0.002) two-cluster for p = 1/3 in the U−V plane when a = 1.95

and ∆ε [= ε − ε∗(= 0.4398)] = −0.003 . (c) Plot of σ⊥ (transverse Lyapunov exponent of

the two-cluster state) versus ∆ε for a = 1.95 [p = 0 (up triangles), 0.146 (crosses), 1.3 (down

triangles)]. Straight lines between the data symbols are plotted only to guide the eye.

Lyapunov exponent of a trajectory segment] can be given by the sum of the two weighted

transverse Lyapunov exponents of the laminar and bursting components, Σl
⊥ and Σb

⊥:

σ⊥ = Σl
⊥ + Σb

⊥ (2.122)

= Σb
⊥ − |Σl

⊥|, (2.123)

where the laminar component always has a negative weighted transverse Lyapunov exponent

(Σl
⊥ < 0). For each component (i = l, b), the weighted transverse Lyapunov exponent Σi

⊥

is given by the product of the fraction, µi, of time spent in the i state and its transverse
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Lyapunov exponent σi
⊥, i.e.,

Σi
⊥ = µiσ

i
⊥; µi =

Li

L
, σi

⊥ =
1

Li

∑
t∈ i state

′
ln |(1− ε) f ′(Ut − Vt)| (i = l, b), (2.124)

where Li is the time spent in the i state for a trajectory segment of length L and the

primed summation is performed in each i state. Then, the sign of σ⊥ may be determined

through competition between the laminar and bursting components [see Eq. (2.123)]. When

the “transverse strength” of the laminar component [i.e., the magnitude of the weighted

transverse Lyapunov exponent (|Σl
⊥|)] is larger (smaller) than that of the bursting component

(i.e., Σb
⊥), partial synchronization (complete desynchronization) occurs, because the two-

cluster becomes transversely stable (unstable).

Figures 2.45(a)-2.45(f) show the fraction µl(b) of the laminar (bursting) time (i.e., the time

spent in the laminar (bursting) state), the transverse Lyapunov exponent σ
l(b)
⊥ of the laminar

(bursting) component, and the weighted transverse Lyapunov exponent Σ
l(b)
⊥ of the laminar

(bursting) component when the threshold value for the laminar state is d∗ = 10−4. For the

case of the laminar component, both µl and σl
⊥ are nearly independent of p, and hence its

weighted transverse Lyapunov exponent Σl
⊥ (= µlσ

l
⊥) becomes nearly the same, irrespectively

of p [see Figs. 2.45(a)-2.45(c)]. On the other hand, the transverse Lyapunov exponent σb
⊥

of the bursting component increases as p is increased from zero [see Fig. 2.45(e); p = 0 (up

triangles), 0.146 (crosses), and 1/3 (down triangles)], although its fraction µb [= 1 − µl] of

the bursting time is nearly independent of p, as shown in Fig. 2.45(d). Hence, the transverse

strength of the bursting component [i.e., Σb
⊥(= µbσ

b
⊥)] becomes larger as p is increased from

zero [see Fig. 2.45(f)]. For p = 0 (up triangles), the laminar component is dominant, because

|Σl
⊥| > Σb

⊥. Hence, the two-cluster becomes transversely stable, and it becomes an attractor

in the whole 3D phase space (i.e., partial synchronization occurs). However, as p is increased

from zero, Σb
⊥ increases, while |Σl

⊥| is nearly independent of p. Eventually, for a threshold

value p∗ [' 0.146 (crosses)], the transverse strength of the bursting and laminar components

becomes balanced (i.e., Σb
⊥ = |Σl

⊥|), and then the bursting component becomes dominant

for p∗ < p ≤ 1/3 [e.g., see the case of p = 1/3 (down triangles)], because Σb
⊥ > |Σl

⊥|.
Thus, when passing the threshold value p∗, a transition from partial synchronization to

complete desynchronization occurs. Consequently, for 0 ≤ p < p∗, there exists a partially

synchronized attractor with σ⊥ < 0 on the invariant Π23 plane (e.g., see Figs. 2.43(a) and
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2.43(b) for p = 0), while for p∗ < p ≤ 1/3, a completely desynchronized 3D attractor appears

(e.g., see Figs. 2.43(c) and 2.43(d) for p = 1/3) because the two-cluster on the Π23 plane is

transversely unstable.

The above transition from a partially synchronized to a completely desynchronized at-

tractor could be understood as follows. The newly-born intermittent two-cluster on the

invariant Π23 plane includes an infinite number of asynchronous unstable periodic orbits

that are off the invariant diagonal. Some of these unstable periodic orbits are transversely

stable, while some others are transversely unstable. It is conjectured that as p is increased

from zero, the strength of the group of asynchronous unstable periodic orbits with positive

transverse Lyapunov exponents might increase, which may result in the observed increase in

σb
⊥.

To sum up the main results of this section, we consider an intermittent two-cluster

state born via a blowout bifurcation in the three-coupled 1D maps of Eq. (2.112) and show

that the sign of its transverse Lyapunov exponent σ⊥ of Eq. (2.121) can be determined

through competition between the laminar and bursting components. However, we note

that the transverse stability of a two-cluster state in the three-coupled 1D maps does not

imply its transverse stability in an ensemble of N globally coupled 1D maps of Eq. (2.113).

In fact, it was shown in [10] that two-cluster states born via blowout bifurcations in the

N globally coupled 1D maps are transversely unstable for all the cases of distributions of

elements between the two clusters. To make the point clear, we consider a two-cluster state

(x
(1)
t = · · · = x

(N1)
t ≡ Xt, x

(N1+1)
t = · · · = x

(N)
t ≡ Yt) with Ni elements in the ith cluster

(i = 1, 2). Then, there exist two transverse Lyapunov exponents determining the transverse

stability of the two-cluster state

σ⊥,1 = lim
L→∞

1

L

L−1∑
t=0

ln |(1− ε) f ′(Xt)|, σ⊥,2 = lim
L→∞

1

L

L−1∑
t=0

ln |(1− ε) f ′(Yt)|. (2.125)

Here, σ⊥,1 and σ⊥,2 with N1 − 1 and N2 − 1 multiplicities determine the stability against

perturbations destroying the synchronization of the first and second clusters, respectively.

As shown in Fig. 6 of Ref. [10], the first largest transverse Lyapunov exponent σ⊥,1 is positive

for all values of the distribution parameter q (= N2

N
), and hence all two-cluster states (born

via blowout bifurcations) become transversely unstable. Following the similar procedure

developed in the above three-coupled case [see Eq. (2.123)], the transverse instability of all
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Figure 2.45: Plots of (a) [(d)] the fraction µl(b) of the laminar (bursting) time, (b) [(e)] the

transverse Lyapunov exponent σ
l(b)
⊥ of the laminar (bursting) component, and (c) [(f)] the

weighted transverse Lyapunov exponents Σ
l(b)
⊥ of the laminar (bursting) component versus

∆ε [= ε − ε∗(= 0.4398)] for a = 1.95 with p = 0 (up triangles), 0.146 (crosses), and 1/3

(down crosses). Straight lines between the data symbols are plotted only to guide the eye.
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two-cluster states is also determined through competition between their laminar and bursting

components. Since its bursting component is dominant for all q, any two-cluster state (born

through a blowout bifurcation) becomes transversely unstable for the N globally-coupled

case. This is in contrast to our three-coupled case, where only one transverse Lyapunov

exponent σ⊥ of Eq. (2.121) determines the transverse stability of the two-cluster state (x
(1)
t =

Xt, x
(2)
t = x

(3)
t = Yt) on the Π23 plane. We note that the transverse Lyapunov exponent

σ⊥, determining stability against perturbation breaking the synchrony of the second cluster

(x
(2)
t = x

(3)
t ), corresponds to the second transverse Lyapunov exponent σ⊥,2 in Eq. (2.125)

for the N globally-coupled case. (However, for the three-coupled case, there is no transverse

Lyapunov exponent corresponding to σ⊥,1 in Eq. (2.125), because there exists only one

element x
(1)
t in the first cluster.) Thus, in our three-coupled case partial synchronization

(complete desynchronization) is found to occur via a blowout bifurcation when the laminar

(bursting) component is dominant. Finally, we emphasize that our method to determine

the transverse stability of an intermittent two-cluster state through its decomposition into

the laminar and bursting components may be applied to a large class of coupled systems

(including the three-coupled and globally-coupled cases we consider).

2.4.2 Partial Synchronization in Multi-Dimensional Invertible Sys-

tems

The results obtained in the preceding section are of wide significance, because the 1D map is

a representative model for a large class of period-doubling systems. As examples, we study

coupled multidimensional invertible systems, exhibiting period doublings, and find similar

results.

First, we consider three coupled Hénon maps:

x
(i)
t+1 = f(x

(i)
t )− y

(i)
t + ε [Mt − f(x

(i)
t )], y

(i)
t+1 = bx

(i)
t ; (2.126)

Mt ≡ (1− 2 p)f(x
(1)
t ) + pf(x

(2)
t ) + pf(x

(3)
t ), (2.127)

where (x
(i)
t , y

(i)
t ) (i = 1, 2, 3) is a state vector of the ith subsystem at a discrete time t,

f(x) = 1 − ax2, ε is a coupling parameter, p (0 ≤ p ≤ 1/3) is a parameter tuning the

degree of asymmetry in the coupling from the unidirectional (p = 0) to symmetric coupling
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(p = 1/3), Mt can be regarded as a “weighted” mean field, and b (|b| < 1) is a damping

parameter. As in the case of three coupled 1D maps, the three coupled Hénon maps may

also be used as a model system for investigating the three-cluster dynamics in an ensemble

of globally coupled Hénon maps.

Here, we fix the values of b and a at b = 0.1 and a = 1.83 and investigate the mech-

anism for the occurrence of partial synchronization by varying the asymmetry parameter

p. For a sufficiently strong coupling, there exists a completely synchronized attractor

[x
(1)
t = x

(2)
t = x

(3)
t , y

(1)
t = y

(2)
t = y

(3)
t ], independently of p. When the coupling param-

eter ε decreases and passes a threshold value ε∗ (= 0.3574), the completely synchronized

attractor becomes transversely unstable, because its largest transverse Lyapunov exponent

becomes positive. Then, a new asynchronous two-cluster state, exhibiting on-off intermit-

tency, is born on an invariant subspace {(x(1), y(1), x(2), y(2), x(3), y(3))|x(2) = x(3), y(2) = y(3)}
via a supercritical blowout bifurcation. If this two-cluster is transversely stable against the

perturbation across the invariant subspace, it becomes a partially synchronized attractor in

the whole phase space; otherwise, a completely desynchronized attractor, occupying a finite

6D volume, appears. The dynamics of this two-cluster, satisfying x
(1)
t ≡ X

(1)
t , y

(1)
t ≡ Y

(1)
t ,

x
(2)
t = x

(3)
t ≡ X

(2)
t , and y

(2)
t = y

(3)
t ≡ Y

(2)
t , is governed by a reduced 4D map,

X
(1)
t+1 = f(X

(1)
t )− Y

(1)
t + 2p ε[f(X

(2)
t )− f(X

(1)
t )], (2.128)

Y
(1)
t+1 = bX

(1)
t , (2.129)

X
(2)
t+1 = f(X

(2)
t )− Y

(2)
t + (1− 2p) ε[f(X

(1)
t )− f(X

(2)
t )], (2.130)

Y
(2)
t+1 = bX

(2)
t . (2.131)

As in the coupled 1D maps, we introduce new coordinates for the accuracy of numerical

calculations,

U (1) =
X(1) + X(2)

2
, U (2) =

Y (1) + Y (2)

2
, (2.132)

V (1) =
X(1) −X(2)

2
, V (2) =

Y (1) − Y (2)

2
. (2.133)

Then, the coupled Hénon maps of Eq. (2.131) become

U
(1)
t+1 = 1− a(U

(1)
t

2
+ V

(1)
t

2
) + 2aε(4p− 1)U

(1)
t V

(1)
t − U

(2)
t , (2.134)

U
(2)
t+1 = bU

(1)
t , (2.135)
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V
(1)
t+1 = 2a(ε− 1)U

(1)
t V

(1)
t − V

(2)
t , (2.136)

V
(2)
t+1 = bV

(1)
t . (2.137)

In this new map, we numerically follow a typical trajectory in the intermittent two-cluster

state until its length L becomes 108, and obtain its two transverse Lyapunov exponents, σ⊥,1

and σ⊥,2 (≤ σ⊥,1), for the trajectory segment.

Figure 2.46(a) shows the largest transverse Lyapunov exponent σ⊥,1 which depends on the

the asymmetry parameter p [p = 0 (up triangles), 0.151 (crosses), and 1/3 (down triangles)].

Below a threshold value p∗ (' 0.151), the two-cluster is transversely stable (i.e., σ⊥,1 < 0),

while above p∗, it is transversely unstable (i.e., σ⊥,1 > 0). Hence, for 0 ≤ p < p∗ partial

synchronization occurs through a supercritical blowout bifurcation. On the other hand,

complete desynchronization takes place for p∗ < p ≤ 1/3. As in the coupled 1D maps, such

a transverse stability of the two-cluster state may be understood through a decomposition of

the intermittent two-cluster into its laminar and bursting components. We use a threshold

value d∗ (= 10−4) for the transverse variable d [≡ 1
2
(|V (1)|+|V (2)|)], representing the deviation

from the invariant synchronization plane. When d < d∗, the system is in the laminar (off)

state, while for d ≥ d∗ it is in the bursting (on) state. The sign of the largest transverse

Lyapunov exponent σ⊥,1 of the two-cluster state is determined through the competition

between its laminar and bursting components [see Eq. (2.123)]. Figures 2.46(b)-2.46(c) show

the strength of the laminar and bursting components (i.e., |Σl
⊥,1| and Σb

⊥,1), respectively.

We note that as p increases from zero [p = 0 (up triangles), 0.151 (crosses), and 1/3 (down

triangles)], Σb
⊥,1 increases, while |Σl

⊥,1| is nearly independent of p. For 0 ≤ p < p∗ ('
0.151), the laminar component is dominant because |Σl

⊥,1| > Σb
⊥,1, and hence a partially

synchronized attractor is born through the supercritical blowout bifurcation. On the other

hand, for p∗ < p ≤ 1/3, a completely desynchronized 6D attractor appears because the

bursting component becomes dominant (i.e., Σb
⊥,1 > |Σl

⊥,1|). As examples for ε = 0.34, see

Figs. 2.46(d)-2.46(e) and 5(f)-5(g) that show the partially synchronized attractor and the

completely desynchronized attractor for p = 0 and 1/3, respectively.

As a second example, we consider a system of three coupled parametrically forced pen-

dula:

ẋi = yi + ε [Mx − xi], ẏi = f(xi, yi, t) + ε [My − yi]; (2.138)
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Figure 2.46: Consequence of the supercritical blowout bifurcation of the completely synchro-

nized attractor in three coupled Hénon Maps for b = 0.1 and a = 1.83. (a) Plot of the largest

transverse Lyapunov exponent σ⊥,1 versus ∆ε [ε − ε∗(= 0.3574)] for p = 0 (up triangles),

0.151 (crosses), and 1/3 (down triangles). (b) [(c)] Plot of the transverse strength of the lam-

inar (bursting) component [i.e., |Σl
⊥,1| (Σb

⊥,1)] versus ∆ε. The symbols are the same as those

in (a), and the threshold value for the laminar state is d∗ = 10−4. Straight lines between the

data symbols are plotted only to guide the eye. Projections of the partially synchronized

attractor onto the (d) x(1)−x(2) and (e) x(2)−x(3) planes for ε = 0.34 in the unidirectionally

coupled case with p = 0. Projections of the completely desynchronized attractor onto the

(f) x(1) − x(2) and (g) x(2) − x(3) planes for ε = 0.34 in the symmetrically coupled case with

p = 1/3.
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Mx ≡ (1− 2p) x1 + p x2 + p x3, My ≡ (1− 2p) y1 + p y2 + p y3, (2.139)

where (xi, yi) (i = 1, 2, 3) is a state vector of the ith pendulum, f(x, y, t) = −2πβΩy −
2π(Ω2 − A cos 2πt) sin 2πx, x is a normalized angle with range x ∈ [0, 1), y is a normalized

angular velocity, the overdot denotes a derivative with respect to time t, β is a normalized

damping parameter, Ω is a normalized natural frequency of the unforced pendulum, A is

a normalized driving amplitude of the vertical oscillation of the suspension point, ε is a

coupling parameter. and p (0 ≤ p ≤ 1/3) is a parameter tuning the degree of the asymmetry

in the coupling. The two extreme cases of coupling correspond to the unidirectional (p = 0)

and symmetric (p = 1/3) couplings, and (Mx,My) is a “weighted” mean field. As in the three

coupled 1D maps, these three coupled pendula may also be used as a model for studying the

three-cluster dynamics in an ensemble of globally coupled pendula.

We fix the values of β, Ω, and A at β = 1.0, Ω = 0.5, and A = 0.85, and investigate

the dependence of the occurrence of partial synchronization on the asymmetry parameter

p. When the coupling parameter ε decreases and passes a threshold value ε∗ (= 0.648),

the completely synchronized attractor becomes transversely unstable, independently of p.

Then, an asynchronous two-cluster, exhibiting on-off intermittency, appears on an invariant

subspace via a supercritical blowout bifurcation. If the two-cluster is transversely stable

(unstable), partial synchronization (complete desynchronization) occurs. This two-cluster

satisfies x1(t) ≡ X1(t), y1(t) ≡ Y1(t), x2(t) = x3(t) ≡ X2(t), and y2(t) = y3(t) ≡ Y2(t), and

its dynamics is governed by a system of four coupled ordinary differential equations,

Ẋ1 = Y1 + 2p ε[X2 −X1], (2.140)

Ẏ1 = f(X1, Y1, t) + 2p ε[Y2 − Y1], (2.141)

Ẋ2 = Y2 + (1− 2p)ε[X1 −X2], (2.142)

Ẏ2 = f(X2, Y2, t) + (1− 2p)ε[Y1 − Y2]. (2.143)

As in the coupled Hénon maps, we introduce new coordinates for the accuracy of numerical

calculations,

U1 =
X1 + X2

2
, U2 =

Y1 + Y2

2
, (2.144)

V1 =
X1 −X2

2
, V2 =

Y1 − Y2

2
. (2.145)
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Then, the equations of motion of Eq. (2.143) become

U̇1 = U2 + (1− 4p)εV1, (2.146)

U̇2 = −2πβΩU2 − 2π(Ω2 − A cos 2πt) sin 2πU1 cos 2πV1 + (1− 4p)εV2, (2.147)

V̇1 = V2 − εV1, (2.148)

V̇2 = −(2πβΩ + ε)V2 − 2π(Ω2 − A cos 2πt) cos 2πU1 sin 2πV1 (2.149)

By stroboscopically sampling the orbit points [U1(m), U2(m), V1(m), V2(m)] at the discrete

time m, we obtain the 4D Poincaré map P .

As in the coupled Hénon maps, we follow a trajectory in the intermittent two-cluster

until its length L becomes 108, and obtain its transverse Lyapunov exponents. As shown

in Fig. 2.47(a), the largest transverse Lyapunov exponent σ⊥,1 depends on p [p = 0 (up

triangles), 0.17 (crosses), and 1/3 (down triangles)]. For p < p∗ (' 0.17), the two-cluster is

transversely stable with σ⊥,1 < 0, while for p > p∗, it is transversely unstable with σ⊥,1 > 0.

Like the cases of the coupled 1D and Hénon maps, this transverse stability of the intermittent

two-cluster state (i.e., the sign of σ⊥,1)) may be determined via competition between its

laminar and bursting components. The weighted transverse Lyapunov exponents of the

laminar and bursting components, |Σl
⊥,1| and Σb

⊥,1, are shown in Figs. 2.47(b) and 2.47(c),

respectively. As p is increased from zero [p = 0 (up triangles), 0.17 (crosses), and 1/3 (down

triangles)], the strength of the bursting component (i.e., Σb
⊥,1) increases, while the strength

of the laminar component (i.e., |Σl
⊥,1|) is nearly independent of p. For the threshold value

p∗ (' 0.17), the strengths of laminar and bursting components become balanced. Thus, for

0 ≤ p < p∗, the two-cluster is transversely stable because the laminar component is dominant,

and hence a partially synchronized attractor is born via the supercritical blowout bifurcation

[e.g., see Figs. 2.47(d)-2.47(e) for p = 0 and ε = 0.63]. On the other hand, since the bursting

component is dominant for p∗ < p ≤ 1/3, the two-cluster is transversely unstable, and hence

a completely desynchronized attractor appears [e.g., see Figs. 2.47(f)-2.47(g) for p = 1/3

and ε = 0.63].
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Figure 2.47: Consequence of the supercritical blowout bifurcation of the completely synchro-

nized attractor in three coupled pendula for β = 1.0, Ω = 0.5 and A = 0.85. (a) Plot of

the largest transverse Lyapunov exponent σ⊥,1 versus ∆ε [ε − ε∗(= 0.648)] for p = 0 (up

triangles), 0.151 (crosses), and 1/3 (down triangles). (b) [(c)] Plot of the transverse strength

of the laminar (bursting) component [i.e., |Σl
⊥,1| (Σb

⊥,1)] versus ∆ε. The symbols are the

same as those in (a), and the threshold value for the laminar state is d∗ = 10−4. Straight

lines between the data symbols are plotted only to guide the eye. Projections of the partially

synchronized attractor onto the (d) x1− x2 and (e) x2− x3 planes for ε = 0.63 in the unidi-

rectionally coupled case with p = 0. Projections of the completely desynchronized attractor

onto the (f) x1 − x2 and (g) x2 − x3 planes for ε = 0.63 in the symmetrically coupled case

with p = 1/3.
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Chapter 3

Dynamical Transitions in

Quasiperiodically Forced Systems

In this chapter, we study the dynamical transitions in quasiperiodically forced systems driven

at two incommensurate frequencies. As a representative model we consider the quasiperi-

odically forced logistic 1D map and particularly investigate dynamical routes to strange

nonchaotic attractors. When passing a threshold value, a smooth torus transforms into an

intermittent strange nonchaotic attractor. Using the rational approximation to the quasiperi-

odic forcing, we study the dynamical mechanism for the intermittent route to strange non-

chaotic attractors in Section 3.1 [66, 67]. Thus, such a transition to an intermittent strange

nonchaotic attractor is found to occur through a phase-dependent saddle-node bifurcation

when a smooth torus collides with a new type of ring-shaped unstable set which has no coun-

terpart in the unforced case. In Section 3.2, a similar mechanism is also found for the case of

band-merging route to strange nonchaotic attractors [68, 69]. This new type of band-merging

transition is a direct cause for the truncation for the torus-doubling sequence. Finally, in

Section 3.3 we discuss boundary crises occurring in quasiperiodically forced systems [70, 71].

A nonchaotic attractor (torus, strange nonchaotic attractor) as well as a chaotic attractor is

found to suddenly disappear when it collides with a ring-shaped unstable set.
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3.1 Intermittent Route to Strange Nonchaotic Attrac-

tors

We investigate the intermittent route to strange nonchaotic attractors in the quasiperiodi-

cally forced logistic map [66]. Using rational approximations to the quasiperiodic forcing we

investigate the mechanism for the intermittent route to strange nonchaotic attractors. It is

found that a smooth torus transforms into an intermittent strange nonchaotic attractor via a

phase-dependent saddle-node bifurcation when it collides with a new type of “ring-shaped”

unstable set. Such an intermittent transition to strange nonchaotic attractors is also found

to occur in quasiperiodically forced systems of different nature such as the quasiperiodically

forced Hénon map, ring map, and pendulum [67]. Consequently, the intermittent route to

strange nonchaotic attractors seems to be universal.

3.1.1 Intermittent Transition to Strange Nonchaotic Attractors in

the Quasiperiodically Forced Logistic Map

We investigate the mechanism for the intermittent route to strange nonchaotic attractors in

the quasiperiodically forced logistic map M [30] :

M :





xn+1 = (a + ε cos 2πθn)xn(1− xn),

θn+1 = θn + ω (mod 1),
(3.1)

where x ∈ [0, 1], θ ∈ S1, a is the nonlinearity parameter of the logistic map, and ω and

ε represent the frequency and amplitude of the quasiperiodic forcing, respectively. We set

the frequency to be the reciprocal of the golden mean, ω = (
√

5 − 1)/2. The intermittent

transition is then investigated using rational approximations. For the inverse golden mean,

its rational approximants are given by the ratios of the Fibonacci numbers, ωk = Fk−1/Fk,

where the sequence of {Fk} satisfies Fk+1 = Fk + Fk−1 with F0 = 0 and F1 = 1. Instead

of the quasiperiodically forced system, we study an infinite sequence of periodically forced

systems with rational driving frequencies ωk. We suppose that the properties of the original

system M may be obtained by taking the quasiperiodic limit k →∞. Using this technique,

a transition from a smooth torus to an intermittent strange nonchaotic attractor is found to

occur through collision with a new type of ring-shaped unstable set.
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The quasiperiodically forced logistic map M is non-invertible, because its Jacobian de-

terminant becomes zero along the critical curve, L0 = {x = 0.5, θ ∈ [0, 1)}. Critical curves

of rank k, Lk (k = 1, 2, . . .), are then given by the images of L0, [i.e., Lk = Mk(L0)]. Seg-

ments of these critical curves can be used to define a bounded trapping region of the phase

space, called an “absorbing area,” inside which, upon entering, trajectories are henceforth

confined [82]. It is found that the newly-born intermittent strange nonchaotic attractor fills

the absorbing area. Hence the critical curves determine the global structure of the strange

nonchaotic attractor.

Figure 3.1(a) shows a phase diagram in the a − ε plane. Each phase is characterized

by the Lyapunov exponent σx in the x-direction as well as the phase sensitivity exponent

δ. The exponent δ measures the sensitivity with respect to the phase of the quasiperiodic

forcing and was introduced in [53] 1 to characterize the strangeness of an attractor of a

quasiperiodically driven system. A smooth torus that has a negative Lyapunov exponent

without phase sensitivity (δ = 0) exists in the region denoted by T and shown in light

gray. Upon crossing the solid line, the smooth torus becomes unstable and bifurcates to

a smooth doubled torus in the region denoted by 2T . Chaotic attractors with positive

Lyapunov exponents exist in the region shown in black. Between these regular and chaotic

regions, strange nonchaotic attractors that have negative Lyapunov exponents with high

phase sensitivity (δ > 0) exist in the regions shown in gray and dark gray. Consistent with

their positive phase sensitivity exponent δ, these strange nonchaotic attractors are observed

to have fractal structure [53]. Here we restrict our considerations only to the intermittent

strange nonchaotic attractors that exist in the thin gray region [e.g., see a magnified part

in Fig. 3.1(a)]. (In the dark-gray region, non-intermittent strange nonchaotic attractors,

born through other mechanisms, such as gradual fractalization [58] and torus collision [30],

exist.) This phase diagram is typical for quasiperiodically forced period-doubling systems

[60, 61, 62, 63, 64, 70, 71, 68, 69], and its main interesting feature is the existence of the

1To characterize strangeness of an attractor in a quasiperiodically forced system, a phase sensitivity

function ΓN [≡ min{(x0,θ0)}(max0≤n≤N

∣∣∂xn

∂θ

∣∣)] was introduced, where the minimum is taken with respect

to randomly chosen initial orbit points (x0, θ0). For a strange nonchaotic attractor, ΓN grows as a power,

ΓN ∼ Nδ. Here δ is called the phase sensitivity exponent to measure the sensitivity with respect to the

phase θ.
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“tongue” of quasiperiodic motion that penetrates into the chaotic region and separates it into

upper and lower parts. We also note that this tongue lies near the terminal point (denoted

by the cross) of the torus doubling bifurcation curve. When crossing the upper boundary

of the tongue, a smooth torus transforms into an intermittent strange nonchaotic attractor

that exists in the thin gray region. Hereafter this intermittent route to strange nonchaotic

attractors will be referred to as the route a [see Fig. 3.1(a)].

As an example, we consider the case a = 3.38. Figure 3.1(b) shows a smooth torus with

σx = −0.059 for ε = 0.584 7 inside an absorbing area whose boundary is formed by segments

of the critical curves Lk (k = 1, . . . , 5) (the dots indicate where these segments connect). We

also note that the smooth unstable torus x = 0 and its first preimage x = 1 form the basin

boundary of the smooth torus in the θ − x plane. However, as ε passes a threshold value

ε∗ (= 0.584 726 781), a transition to an intermittent strange nonchaotic attractor occurs.

As shown in Fig. 3.1(c) for ε = 0.584 75, the newly-born intermittent strange nonchaotic

attractor with σx = −0.012 and δ = 19.5 appears to fill the absorbing area, and its typical

trajectory spends most of its time near the former torus with sporadic large bursts away

from it. This intermittent transition may be expected to have occurred through collision of

the smooth attracting torus with an unstable orbit. However, the smooth unstable torus

x = 0 cannot interact with the smooth stable torus, because it lies outside the absorbing

area. Hence we search inside the absorbing area for an unstable orbit that might collide with

the smooth stable torus.

Using rational approximations we find a new type of ring-shaped unstable set that causes

the intermittent transition through collision with the smooth torus. When passing the dashed

curve in Fig. 3.1(a), such a ring-shaped unstable set appears via a phase-dependent saddle-

node bifurcation. This bifurcation has no counterpart in the unforced case. (The dashed line

is numerically obtained for a sufficiently large level k = 10 of the rational approximations.)

For each rational approximation of level k, a periodically forced logistic map with rational

driving frequency ωk has a periodic or chaotic attractor that depends on the initial phase

θ0 of the external forcing. Then the union of all attractors for different θ0 gives the kth

approximation to the attractor in the quasiperiodically forced system. As an example,

consider the rational approximation of low level k = 6. As shown in Fig. 3.2(a) for a = 3.246

and ε = 0.446, the rational approximation to the smooth torus (denoted by a black line),
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Figure 3.1: (a) Phase Diagram in the a − ε plane. Regular, chaotic, strange nonchaotic

attractor, and divergence regimes are shown in light gray, black, gray (or dark gray), and

white, respectively. To show the region of existence (gray) of the intermittent strange non-

chaotic attractor occurring between T (light gray) and the chaotic attractor region (black), a

small box near (a, ε) = [3.38, ε∗(= 0.584 726 781)] is magnified. Through interaction with the

ring-shaped unstable set born when passing the dashed line, typical dynamical transitions

such as the intermittency (route a) and the interior (routes b and c; the dotted line is an

interior crisis line) and boundary (routes d and e) crises may occur. Here the torus and

the doubled torus are denoted by T and 2T and the solid line represents a torus doubling

bifurcation curve whose terminal point is marked with the cross. (b) Smooth torus inside an

absorbing area with boundary formed by segments of the critical curves Lk (k = 1, . . . , 5)

(the dots indicate where these segments connect) for a = 3.38 and ε = 0.584 7. (c) Strange

nonchaotic attractor filling the absorbing area for a = 3.38 and ε = 0.584 75. For other

details, see the text.

121



consisting of stable orbits with period F6 (= 8), exists inside an absorbing area bounded

by segments of the critical curves Lk (k = 1, . . . , 4). Note also that a ring-shaped unstable

set, born via a phase-dependent saddle-node bifurcation and composed of 8 small rings, lies

inside the absorbing area. At first, each ring consists of the stable (shown in black) and

unstable (shown in gray) orbits with forcing period F6 (= 8) [see the inset in Fig. 3.2(a)].

However, as the parameters increase such rings evolve, as shown in Fig. 3.2(b) for a = 3.26

and ε = 0.46. For fixed values of a and ε, the phase θ may be regarded as a “bifurcation

parameter.” As θ changes, a chaotic attractor appears through an infinite sequence of period

doubling bifurcations of stable periodic orbits in each ring, and then it disappears through

collision with the unstable F6-periodic orbit [see the inset in Fig. 3.2(b)]. Thus the attracting

part (shown in black) of each ring consists of the union of the originally stable F6-periodic

attractor and the higher 2nF6-periodic (n = 1, 2, . . .) and chaotic attractors born through

the period-doubling process. On the other hand, the unstable part (shown in gray) of each

ring is composed of the union of the originally unstable F6-periodic orbit [e.g., the lower

gray line in the inset in Fig. 3.2(b)] born via a saddle-node bifurcation and the destabilized

F6-periodic orbit [e.g., the upper gray line in the inset in Fig. 3.2(b)] born through a period

doubling bifurcation. (As will be seen below, only the originally unstable F6-periodic orbit

may interact with the stable F6-periodic orbit in the rational approximation to the smooth

torus through a saddle-node bifurcation.) With further increase in the parameters, both the

size and shape of the rings change, and for sufficiently large parameters, each ring consists

of a large unstable part (shown in gray) and a small attracting part (shown in black), as

shown in Fig. 3.2(c) for a = 3.326 and ε = 0.526. For the same parameter values as in

Fig. 3.2(c), we increase the level of the rational approximation to k = 8. Then the number

of rings (= 336) increases significantly, and the unstable part [shown in gray and consisting

of unstable orbits with period F8 (= 21)] becomes dominant, because the attached attracting

part (shown in black) becomes negligibly small [see Fig. 3.2(d)]. In this way, as the level

k increases the ring-shaped unstable set consists of a larger number of rings with a smaller

attracting part (i.e., as the level k is increased, the unstable part of each ring becomes

more and more dominant). Hence, it is conjectured that, in the quasiperiodic limit, these

ring-shaped unstable sets might form a complicated invariant unstable set composed of only

unstable orbits.
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Figure 3.2: Smooth torus and ring-shaped unstable set in the rational approximation of

level 6 for (a) a = 3.246 and ε = 0.446, (b) a = 3.26 and ε = 0.46, and (c) a = 3.326 and

ε = 0.526. (d) Smooth torus and ring-shaped unstable set in the rational approximation

of level 8 for a = 3.326 and ε = 0.526. Both the smooth torus (denoted by a black line)

and the ring-shaped unstable set (composed of rings) exist inside the absorbing area with

boundary formed by portions of the critical curves Lk (k = 1, . . . , 4) (the dots indicate where

these portions connect). For the rational approximation of level k, each ring is composed of

the attracting part (shown in black) and the unstable part (shown in gray and consisting of

unstable Fk-periodic orbits). As the level k increases, the unstable part becomes dominant,

as the attracting part becomes negligibly small. For more details, see the text.
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We now use rational approximations to explain the mechanism for the intermittent tran-

sition occurring in Figs. 3.1(b) and 3.1(c) for a = 3.38. Figures 3.3(a) and 3.3(b) show

that, inside the absorbing area, the ring-shaped unstable set (shown in gray) lies very close

to the smooth torus (shown in black) for ε = 0.586 in the rational approximation of level

k = 8. As ε passes a threshold value ε8 (= 0.586 366), a phase-dependent saddle-node bi-

furcation occurs through collision of the smooth torus and the ring-shaped unstable set. As

a result “gaps,” where no orbits with period F8 (= 21) exist, are formed. A magnified gap

is shown in Fig. 3.3(c) for ε = 0.586 4. Note that this gap is filled by intermittent chaotic

attractors together with orbits with period higher than F8 embedded in very small windows.

As shown in Fig. 3.3(d), the rational approximation to the whole attractor consists of the

union of the periodic component and the intermittent chaotic component, where the latter

occupies the 21 gaps in θ and is vertically bounded by segments of the critical curves Lk

(k = 1, . . . , 5). However, the periodic component dominates: the average Lyapunov expo-

nent (〈σx〉 = −0.09) is negative, where 〈· · ·〉 denotes the average over the whole θ. We note

that Fig. 3.3(d) resembles Fig. 3.1(c), although the level k = 8 is low. Increasing the level

to k = 15, we find that the threshold value εk at which the phase-dependent saddle-node

bifurcation occurs converges to the quasiperiodic limit ε∗ (= 0.584 726 781) in an algebraic

manner, |∆εk| ∼ F−α
k , where ∆εk = εk − ε∗ and α ' 2.2. In the quasiperiodic limit

k → ∞ the rational approximation to the attractor has a dense set of gaps that are filled

by intermittent chaotic attractors and bounded by portions of the critical curves. Thus, an

intermittent strange nonchaotic attractor, containing the ring-shaped unstable set and filling

the absorbing area, appears, as shown in Fig. 3.1(c).

In addition to the transition to an intermittent strange nonchaotic attractor, we also find

that as ε passes another threshold value εc (= 0.584 8), the strange nonchaotic attractor

transforms into a chaotic attractor with a positive Lyapunov exponent. Using the rational

approximation, this transition to chaos may be explained. For each rational approximation

to the attractor, its angle averaged Lyapunov exponent 〈σx〉 is given by the sum of the

“weighted” Lyapunov exponents of its periodic and chaotic components, Λp and Λc, (i.e.,

〈σx〉 = Λp +Λc), where Λp(c) ≡ Mp(c)〈σx〉p(c), and Mp(c) and 〈σp(c)〉 are the Lebesgue measure

in θ and average Lyapunov exponent of the periodic (chaotic) component, respectively. After

passing a threshold value where the magnitude of Λp and Λc are balanced, the chaotic
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Figure 3.3: (a) Smooth torus and ring-shaped unstable set in the rational approximation

of level 8 (F8 = 21) for a = 3.38 and ε = 0.586. The ring-shaped unstable set (shown

in gray) lies very close to the smooth torus (denoted by a black line) inside the absorbing

area with boundary formed by segments of the critical curves Lk (k = 1, . . . , 5) (the dots

indicate where these segments connect). A magnified view near (θF8, x) = (0.61, 0.698) is

given in (b). (c) and (d) 8th rational approximation to the intermittent strange nonchaotic

attractor for a = 3.38 and ε = 0.586 4. The rational approximation to the strange nonchaotic

attractor is composed of the union of the periodic component and the intermittent chaotic

component, where the latter occupies the 21 gaps in θ and is vertically bounded by portions

of the critical curves Lk (k = 1, . . . , 5) [a magnified gap near θF8 = 0.61 is shown in (c)].

For more details, see the text.
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component becomes dominant, and hence a chaotic attractor appears.

3.1.2 Universality for the Intermittent Route to Strange Non-

chaotic Attractors

As a first example, we consider the quasiperiodically forced Hénon map [53], often used as

a representative model for the Poincaré maps of quasiperiodically forced oscillators:

M :





xn+1 = a− x2
n + yn + ε cos 2πθn,

yn+1 = bxn,

θn+1 = θn + ω (mod 1),

(3.2)

where a is the nonlinearity parameter of the unforced Hénon map, and ω and ε represent the

frequency and amplitude of the quasiperiodic forcing, respectively. This quasiperiodically

forced Hénon map M is invertible, because it has a nonzero constant Jacobian determinant

−b whose magnitude is less than unity (i.e., b 6= 0 and −1 < b < 1 ). Here, we fix

the value of the dissipation parameter b at b = 0.05 and set the frequency ω to be the

reciprocal of the golden mean, ω = (
√

5 − 1)/2. Then, using the rational approximations

(rational approximations) to this quasiperiodic forcing, we investigate the intermittent route

to strange nonchaotic attractors. For the inverse golden mean, its rational approximants are

given by the ratios of the Fibonacci numbers, ωk = Fk−1/Fk, where the sequence of {Fk}
satisfies Fk+1 = Fk + Fk−1 with F0 = 0 and F1 = 1. Instead of the quasiperiodically forced

system, we study an infinite sequence of periodically forced systems with rational driving

frequencies ωk. We suppose that the properties of the original system M may be obtained

by taking the quasiperiodic limit k →∞.

Figure 3.4(a) shows a phase diagram in the a − ε plane. Each phase is characterized

by both the (nontrivial) Lyapunov exponents, σ1 and σ2 (≤ σ1), associated with dynamics

of the variables x and y (besides the zero exponent, related to the phase variable θ of

the quasiperiodic forcing) and the phase sensitivity exponent δ. The exponent δ measures

the sensitivity with respect to the phase of the quasiperiodic forcing and characterizes the

strangeness of an attractor [53]. A smooth torus has negative Lyapunov exponents (σ1,2 < 0)

and has no phase sensitivity (i.e., δ = 0). The region where it exists is shown in light gray

and represented by T . When crossing the solid line, the smooth torus becomes unstable
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and a smooth doubled torus appears in the region denoted by 2T . On the other hand, a

chaotic attractor has a positive Lyapunov exponent σ1 > 0, and its region is shown in black.

Between these regular and chaotic regions, strange nonchaotic attractors that have negative

Lyapunov exponents (σ1,2 < 0) and positive phase sensitivity exponents (δ > 0) exist in the

regions shown in gray and dark gray. Due to their high phase sensitivity, strange nonchaotic

attractors have a strange fractal structure. In the thin gray region [e.g., see a magnified

part in Fig. 3.4(a)], intermittent strange nonchaotic attractors exist, while in the dark-gray

region nonintermittent strange nonchaotic attractors, born through the mechanism of the

gradual fractalization [58] or torus collision [30], exist.

A main interesting feature of the phase diagram is the existence of the “tongue” of

quasiperiodic motion that penetrates into the chaotic region and separates it into upper and

lower parts. This tongue lies near the terminal point (represented by the cross) of the torus

doubling bifurcation curve. Upon crossing the upper boundary of the tongue, a smooth

torus transforms into an intermittent strange nonchaotic attractor that exists in the thin

gray region. Here we investigate this intermittent route to strange nonchaotic attractors [see

the route a in Fig. 3.4(a)]. As an example, consider the case of a = 0.96. Figures 3.4(b) and

3.4(c) show projections of a smooth torus with σ1 = −0.077 onto the θ− x and x− y planes

for ε = 0.415, respectively. We note that the projections are smooth invariant curves. A

curve can be regarded as a cross section (Poincaré map) for the two-frequency quasiperiodic

motion on a smooth torus in continuous-time dynamical systems. Hence, we call this curve

a torus. However, as ε passes a threshold value ε∗ (= 0.416 857 986), dynamical transition to

an intermittent strange nonchaotic attractor, occupying a finite volume of the phase space,

occurs. As shown in Figs. 3.4(d) and 3.4(e) for ε = 0.416 86, a typical trajectory on the

newly-born intermittent strange nonchaotic attractor with σ1 = −0.006 and δ = 4.32 spends

most of its time near the former torus with sporadic large bursts away from it.

Using rational approximations, we search for un unstable orbit that causes the inter-

mittent transition via a collision with the smooth (stable) torus. Thus, an invariant “ring-

shaped” unstable set that is different from the smooth unstable torus is found. When

crossing the dashed curve in Fig. 3.4, such a ring-shaped unstable set appears through a

phase-dependent saddle-node bifurcation which has no counterpart in the unforced case. As

an example, consider the rational approximation of level k = 7. The rational approximation
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Figure 3.4: (a) Phase Diagram of the quasiperiodically forced Hénon map in the a− ε plane

for the case of b = 0.05 and ω = (
√

5− 1)/2. Regular, chaotic, strange nonchaotic attractor,

and divergence regimes are shown in light gray, black, gray (or dark gray), and white,

respectively. To show the region of existence (gray) of the intermittent strange nonchaotic

attractor occurring between T (light gray) and the chaotic attractor region (black), a small

box near (a, ε) = [0.96, ε∗(= 0.416 857 986)] is magnified. Through interaction with the ring-

shaped unstable set born when passing the dashed line (which is obtained for a sufficiently

large level k = 10 of the rational approximations), typical dynamical transitions such as the

intermittency (route a) and the interior (routes b and c; the dotted line is an interior crisis

line) and boundary (routes d, e, and f) crises may occur. Here, the torus and the doubled

torus are denoted by T and 2T and the solid line represents a torus doubling bifurcation

curve whose terminal point is marked with the cross. Projections of a smooth torus onto

(b) the θ − x and (c) x − y planes for a = 0.96 ε = 0.415. In (b) and (c), the initial orbit

points are (x0, y0, θ0) = (0.8, 0.0, 0.0), 5 × 103 points are computed before plotting, and the

next 104 points are plotted. Projections of a strange nonchaotic attractor onto (d) the θ− x

and (e) x − y planes for a = 0.96 ε = 0.416 86. In (d) and (e), the initial orbit points are

(x0, y0, θ0) = (0.8, 0.0, 0.0), 5×103 points are computed before plotting, and the next 6×104

points are plotted. For other details, see the text.
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to the smooth torus (denoted by a black line), composed of stable orbits with period F7

(= 13), is shown in Fig. 3.5(a) for a = 0.85 and ε = 0.3707. We note that a ring-shaped

unstable set, born via a phase-dependent saddle-node bifurcation and composed of F7 small

rings, lies near the smooth torus. At first, each ring is composed of the stable (shown in

black) and unstable (shown in gray) orbits with period F7 [see the inset in Fig. 3.5(a)].

However, as the parameters increase such rings make evolution, as shown in Fig. 3.5(b) for

a = 0.86 and ε = 0.375. For fixed values of a and ε, the phase θ may be regarded as a “bi-

furcation parameter.” As θ is changed, a chaotic attractor appears via an infinite sequence

of period doubling bifurcations of stable periodic orbits in each ring, and then it disappears

via a boundary crisis when it collides with the unstable F7-periodic orbit [see the inset in

Fig. 3.5(b)]. Thus, the attracting part (shown in black) of each ring is composed of the union

of the originally stable F7-periodic attractor and the higher 2nF7-periodic (n = 1, 2, . . .) and

chaotic attractors born through the period-doubling cascade. On the other hand, the un-

stable part (shown in gray) of each ring consists of the union of the originally unstable

F7-periodic orbit [e.g., the upper gray line in the inset in Fig. 3.5(b)] born via a saddle-node

bifurcation and the destabilized F7-periodic orbit [e.g., the lower gray line in the inset in

Fig. 3.5(b)] via a period doubling bifurcation. As the parameters are further increased, both

the size and shape of the rings change, and for sufficiently large parameters, each ring is

composed of a large unstable part (shown in gray) and a small attracting part (shown in

black), as shown in Fig. 3.5(c) for a = 0.96 and ε = 0.4. Furthermore, new rings may appear

inside or outside the “old” rings via another (phase-dependent) saddle-node bifurcation [e.g.,

see F7 new small rings in Fig. 3.5(c).] With further increase in the level k of the rational

approximations, the ring-shaped unstable set consists of a larger number of rings with a

smaller attracting part. Hence, we believe that, in the quasiperiodic limit, the ring-shaped

unstable set might become a complicated invariant unstable set composed of only unstable

orbits.

In terms of the rational approximation of level 7, we now explain the mechanism for

the intermittent transition occurring in Figs. 3.4(b) - 3.4(e) for a = 0.96. As we approach

the border of the intermittent transition in the phase diagram, the ring-shaped unstable

set comes closer to the smooth torus (denoted by a black curve), as shown in Fig. 3.5(c)

for ε = 0.4 [a magnified view is given in Fig. 3.5(d)]. As ε passes a threshold value ε
(1)
7
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Figure 3.5: Dynamical mechanism for the intermittent route to strange nonchaotic attractors

in the quasiperiodically forced Hénon map. In (a)-(h), projections of the attractor and the

ring-shaped unstable set onto the θ−x plane are given in the rational approximation of level

7. A smooth torus (denoted by a black curve) and a ring-shaped unstable set [composed of

F7 (=13) rings] are shown for (a) a = 0.85 and ε = 0.3707 and (b) a = 0.86 and ε = 0.375.

Each ring is composed of the attracting part (shown in black) and the unstable part (shown

in gray and consisting of unstable F7-periodic orbits). Magnified views of rings are given

in insets. In (c), a ring-shaped unstable set [composed of 2F7 (= 26) rings] lies close to

the smooth torus (denoted by a black curve) for a = 0.96 and ε = 0.4. A magnified view

near (θF7, x) = (1.15, 0.45) is given in (d). For this case, the intermittent transition from a

smooth torus to a strange nonchaotic attractor occurs through the following two procedures.

First, the rational approximation to the attractor becomes nonsmooth via a phase-dependent

saddle-node bifurcation, as shown in (e) [a magnified view is given in (f)] for a = 0.96 and

ε = 0.4015. Second, the chaotic component in the rational approximation to the attractor

becomes suddenly widened via an interior crisis, as shown in (g) [a magnified view is given in

(h)] for a = 0.96 and ε = 0.4045. Thus, F7 “gaps,” filled by intermittent chaotic attractors,

are formed. For more details, see the text.
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(= 0.401 035 615), a phase-dependent saddle-node bifurcation occurs between the smooth

torus and the unstable part (shown in gray) of the ring-shaped unstable set. Then, the

new attractor of the system contains the attracting part (shown in black) of the ring-shaped

unstable set and becomes nonsmooth, which is shown in Fig. 3.5(e) for ε = 0.4015 [see a

magnified view in Fig. 3.5(f)]. As ε is further increased, the chaotic component in the ra-

tional approximation to the attractor increases, and eventually for ε
(2)
7 = 0.403 399 486, it

becomes suddenly widened via an interior crisis when it collides with the nearest ring [e.g.,

see Fig. 3.5(g) for ε = 0.4045]. Then, F7 [= 13] “gaps,” where no attractors with period F7

exist, are formed. A magnified gap is shown in Fig. 3.5(h). Note that this gap is filled by

intermittent chaotic attractors. This rational approximation to the whole attractor consists

of the union of the periodic and chaotic components. For this case, the periodic component

dominates, and hence the average 1st Lyapunov exponent (〈σ1〉 = −0.168) becomes nega-

tive, where 〈· · ·〉 denotes the average over the whole θ. Hence, the rational approximation

to the attractor becomes nonchaotic. We note that this 7th rational approximation to the

attractor in Fig. 3.5(g) resembles the (original) intermittent strange nonchaotic attractor in

Fig. 3.4(d), although the level of the rational approximation is low. Thus, in the rational

approximations the intermittent transition to a strange nonchaotic attractor consists of two

stages: the phase-dependent saddle-node bifurcation and the interior crisis. This is in con-

trast to the previously-reported case in the quasiperiodically forced logistic map [66], where

the intermittent transition occurs directly through only the phase-dependent saddle-node

bifurcation. Increasing the level to k = 18, we obtain the threshold values ε
(1)
k and ε

(2)
k

at which the phase-dependent saddle-node bifurcation and the interior crisis occur, respec-

tively. As the level k increases, the difference ∆εk [≡ ε
(2)
k − ε

(1)
k ] tends to zero, and both

sequences of {ε(1)
k } and {ε(2)

k } converge to the same quasiperiodic limit ε∗ (= 0.416 857 986)

in an algebraic manner, |∆ε
(i)
k | [≡ |ε(i)

k − ε∗|] ∼ F−α
k (i = 1, 2), where α ' 2.0, as shown

in Fig. 3.6. In the quasiperiodic limit k → ∞, the rational approximation to the attractor

has a dense set of gaps which are filled by intermittent chaotic attractors. Consequently,

an intermittent strange nonchaotic attractor, containing the whole ring-shaped unstable set,

appears, as shown in Fig. 3.4(d). As ε is further increased and passes another threshold

value εc (= 0.416 879), the strange nonchaotic attractor transforms into a chaotic attractor.
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Figure 3.6: Plot of log10 |∆ε
(i)
k | vs. log10 Fk for k = 14, . . . , 18 [∆ε

(i)
k = ε

(i)
k − ε∗, i=1

(circles) and 2(crosses)]. Here, ε
(1)
k and ε

(2)
k represent the threshold values for the saddle-

node bifurcation and the interior crisis in the rational approximation of level k, respectively,

and ε∗ denotes the quasiperiodic limit.

As a second example, we consider the quasiperiodically forced ring map [53],

M :





xn+1 = xn + Ω− a
2π

sin 2πxn + byn

+ε cos 2πθn (mod 1),

yn+1 = byn − a
2π

sin 2πxn,

θn+1 = θn + ω (mod 1),

(3.3)

where a quasiperiodic forcing of the frequency ω and amplitude ε is acted on the two-

dimensional ring map with the parameters of the nonlinearity a and phase shift Ω. This

quasiperiodically forced ring map is an invertible dissipative map, because it has a nonzero

constant Jacobian determinant b (b 6= 0 and −1 < b < 1). (In the singular limit of b = 0,

this map is reduced to the quasiperiodically forced circle map [54].) Here, the value of b is

fixed at b = 0.01. This system M may be used as a model for the quasiperiodically forced

pendulum, Josepson junction, and charge-density wave [95].

We consider the case of Ω = 0. For this case, the quasiperiodically forced ring map has

a symmetry, because it is invariant under the transformation,

S : x → −x, y → −y, and θ → θ + 1/2. (3.4)

Here, we set ω to be the reciprocal of the golden mean (i.e., ω = (
√

5−1)/2), and investigate

132



Figure 3.7: (a) Phase Diagram of the quasiperiodically forced ring map in the a−ε plane for

the case of b = 0.01 and ω = (
√

5− 1)/2. In the thin gray region, intermittent strange non-

chaotic attractors exist, while in the dark gray region, nonintermittent strange nonchaotic

attractors exist. Here all phases are symmetric. Regular, chaotic, and strange nonchaotic

attractor regimes are shown in light gray, black, and gray (or dark gray), respectively. To

show the region of existence (gray) of the intermittent strange nonchaotic attractor oc-

curring between T (light gray) and the chaotic attractor region (black), a small box near

(a, ε) = [2.95, ε∗(= 0.180 275 991)] is magnified. Through interaction with the ring-shaped

unstable set born when passing the dashed line, typical dynamical transitions such as the

intermittency (route a) and the interior crisis (routes b and c; the dotted line is an interior

crisis line) may occur. Here the torus and the doubled torus are denoted by T and 2T and the

solid line represents a torus doubling bifurcation curve whose terminal point is marked with

the cross. Projections of (b) the symmetric smooth torus for a = 2.95 and ε = 0.1801 and (c)

the symmetric intermittent strange nonchaotic attractor for a = 2.95 and ε = 0.180 276 onto

the θ − x plane are shown. In (b) [(c)], the initial orbit point is (x0, y0, θ0) = (0.0, 0.0, 0.0),

5× 103 points are computed before plotting, and the next 104 (6× 104) points are plotted.

For other details, see the text.
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the transition to intermittent strange nonchaotic attractors by using the rational approx-

imations. Figure 3.7(a) shows a phase diagram in the a − ε plane, where all phases are

symmetric ones. Each dynamical phase is characterized by calculating both the nontrivial

Lyapunov exponents, σ1 and σ2, associated with dynamics of the variables x and y and

the phase sensitivity exponent δ. As in the quasiperiodically forced Hénon map, a tongue

of quasiperiodic motion, penetrating into the chaotic region, lies near the terminal point

(denoted by the cross) of the torus doubling bifurcation line (represented by the solid line).

When crossing the upper boundary of the tongue [see the route a in Fig. 3.7(a)], a transition

to an intermittent strange nonchaotic attractor occurs. As an example, we consider the case

of a = 2.95. For ε = 0.1801, a symmetric smooth torus with σ1 = −0.069 exists, as shown

in Fig. 3.7(b). However, as ε passes a threshold value ε∗ (= 0.180 275 991), dynamical tran-

sition to a symmetric intermittent strange nonchaotic attractor occurs [e.g., see the strange

nonchaotic attractor with σ1 = −0.004 and δ ' 20.5 in Fig. 3.7(c) for ε = 0.180 276].

We now use the rational approximation of level 7 and explain the mechanism for the

intermittent route to strange nonchaotic attractors occurring for a = 2.95. Since the driving

period F7 (= 13) is an odd number, all orbits, constituting the rational approximations to the

symmetric attractor and the symmetric ring-shaped unstable set, are asymmetric ones with

respect to the θ-transformation in S of Eq. (3.4). However, such rational approximations are

symmetric because they contain all conjugate pairs of asymmetric orbits in the whole range

of θ (0 ≤ θ < 1). This is in contrast to the case of even driving periods, where all orbits in the

rational approximations are symmetric ones. Figure 3.8(a) shows that a ring-shaped unstable

set, composed of 14F7 (= 182) rings, lies close to the smooth torus (denoted by a black curve)

for ε = 0.177. In a basic interval of θF7 ∈ [0.2, 1.2), a magnified view of conjugate pairs of

asymmetric orbits (the nearest orbit point conjugate to an asymmetric orbit point lying at

a given θF7 lies at θF7 + 1/2), constituting the smooth torus and the ring-shaped unstable

set, is shown in Fig. 3.8(b). As ε passes a threshold value ε
(1)
7 (= 0.177 196 924), a pair of

phase-dependent saddle-node bifurcations occurs through the collision of the smooth torus

and the unstable part (shown in gray) of the ring-shaped unstable set. Consequently, the

rational approximation to the new attractor, containing the attracting part (shown in black)

of the ring-shaped unstable set, becomes nonsmooth, as shown in Figs. 3.8(c) and 3.8(d) for

ε = 0.1775. As ε passes another threshold value ε
(2)
7 (= 0.177 855 989), the chaotic component
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in the rational approximation becomes abruptly widened via a pair of interior crises [e.g.,

see Fig. 3.8(e) for ε = 0.178]. Then, “gaps” without F7-periodic attractors are formed, and

they are filled by intermittent chaotic attractors. Figure 3.8(f) shows a conjugate pair of

asymmetric gaps in a basic interval of θF7 ∈ [0.2, 1.2). Hence, the rational approximation

to the whole attractor contains 2F7 (= 26) gaps. This is in contrast to the case of the

quasiperiodically forced Hénon map without symmetry, where only F7 gaps appear through

the interior crisis [see Fig. 3.5(g)]. Furthermore, the rational approximation to the whole

attractor becomes nonchaotic, because its average 1st Lyapunov exponent is 〈σ1〉 = −0.053.

We note that this 7th rational approximation to the attractor in Fig. 3.8(e) is similar to the

(original) intermittent strange nonchaotic attractor in Fig. 3.7(c), although the level of the

rational approximation is low. By increasing the level to k = 16, we get the threshold values

ε
(1)
k and ε

(2)
k at which the phase-dependent saddle-node bifurcation and the interior crisis

occur, respectively. It is thus found that as the level k increases, both sequences of {ε(1)
k }

and {ε(2)
k } converge to the same quasiperiodic limit ε∗ (= 0.180 275 991) in an algebraic way,

|∆ε
(i)
k | [≡ |ε(i)

k − ε∗|] ∼ F−α
k (i = 1, 2), where α ' 2.0. Note that the value of α is the same

as that in the quasiperiodically forced Hénon map. In the quasiperiodic limit k → ∞, the

rational approximation to the attractor has a dense set of gaps filled by intermittent chaotic

attractors. Consequently, a symmetric intermittent strange nonchaotic attractor, containing

the whole ring-shaped unstable set, appears when passing the threshold value ε∗, as shown

in Fig. 3.7(c). This intermittent strange nonchaotic attractor transforms into a symmetric

chaotic attractor as ε passes another threshold value εc (= 0.185 276 21).

As a third example, we consider the Toda oscillator with an asymmetric exponential

potential [96] which is quasiperiodically forced at two incommensurate frequencies,

ẍ + γẋ + ex − 1 = a cos ω1t + ε cos ω2t, (3.5)

where γ is the damping coefficient, a and ε represent the amplitudes of the quasiperiodic

forcing, and ω (≡ ω2/ω1) is irrational. By making a normalization, ω1t → 2πt, Eq. (3.5) can

be reduced to three first-order differential equations,

ẋ = y,

ẏ = −2π
ω1

γy + 4π2

ω2
1
(−ex + 1 + a cos 2πt + ε cos 2πθ),

θ̇ = ω (mod 1).

(3.6)
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Figure 3.8: Intermittent route to strange nonchaotic attractors for a = 2.95 in the quasiperi-

odically forced ring map. In (a)-(f), projections of the attractor and the ring-shaped unstable

set onto the θ−x plane are given in the rational approximation of level 7. In (a), a symmetric

ring-shaped unstable set [composed of 14F7 (= 182) rings] lies close to a symmetric smooth

torus (denoted by a black curve) for ε = 0.177. A magnified view near (θF7, x) = (0.7, 0.07)

is given in (b). In the rational approximation, the intermittent transition from the symmet-

ric smooth torus to a symmetric strange nonchaotic attractor occurs through the following

two stages. First, the rational approximation to the attractor becomes nonsmooth via a pair

of phase-dependent saddle-node bifurcations, as shown in (c) [a magnified view is given in

(d)] for ε = 0.1775. Second, the chaotic component in the rational approximation to the

attractor becomes suddenly widened via a pair of interior crises, as shown in (e) [a magnified

view is given in (f)] for ε = 0.178. Thus, 2F7 (= 26) “gaps,” filled by intermittent chaotic

attractors, are formed. For more details, see the text.
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This system may be used as a model for the quasiperiodically forced RLC circuit [97].

The phase space of the quasiperiodically forced Toda oscillator is four dimensional with

coordinates x, y, θ, and t. Since the system is periodic in t, it is convenient to regard time as

a circular coordinate in the phase space. Then, we consider the surface of section, the x-y-θ

hypersurface at integer times (i.e., t = n, n: integer). The phase-space trajectory intersects

the surface of section in a sequence of points. This sequence of points corresponds to a

mapping on the 3D hypersurface. The map can be computed by stroboscopically sampling

the orbit points vn [≡ (xn, yn, θn)] at the discrete time n. We call the transformation

vn → vn+1 the Poincaré map, and write vn+1 = P (vn). This 3D Poincaré map P has

a constant Jacobian determinant of e−γT1 , where T1 = 2π/ω1.

Here, we set ω to be the reciprocal of the golden mean [i.e., ω = (
√

5 − 1)/2)], and

investigate the intermittent route to strange nonchaotic attractors in the 3D Poincaré map

P for the case of γ = 0.8 and ω1 = 2.0. Figure 3.9(a) shows a phase diagram in the a − ε

plane. Here each dynamical phase is characterized in terms of the nontrivial Lyapunov

exponents, σ1 and σ2 (associated with dynamics of the variables x and y), and the phase

sensitivity exponent δ. As in the preceding examples, a tongue of quasiperiodic motion,

penetrating into the chaotic region, exists near the terminal point (denoted by the cross)

of the torus doubling bifurcation curve (represented by the solid line). When crossing the

upper boundary of the tongue [see the route a in Fig. 3.9(a)], an intermittent transition

to a strange nonchaotic attractor takes place. As an example, we consider the case of

a = 18. For ε = 0.764, a smooth torus with σ1 = −0.043 exists, as shown in Fig. 3.9(b).

However, when passing a threshold value ε∗ (= 0.765 139 585), dynamical transition to an

intermittent strange nonchaotic attractor occurs [e.g., see the strange nonchaotic attractor

with σ1 = −0.004 and δ ' 7.6 in Fig. 3.9(c) for ε = 0.765 15].

Using the rational approximation of level 7, we explain the mechanism for the intermittent

transition to strange nonchaotic attractors occurring for a = 18. As ε is increased toward a

threshold value ε
(1)
7 (= 0.727 986 519), the ring-shaped unstable set, composed of 2F7 (= 26)

rings, comes closer to the smooth torus (denoted by a black curve), as shown in Fig. 3.10(a)

for ε = 0.715 [a magnified view is given in Fig. 3.10(b)]. When passing the threshold value

ε
(1)
7 , a phase-dependent saddle-node bifurcation occurs between the smooth torus and the

unstable part (shown in gray) of the ring-shaped unstable set. Then, the smooth torus is
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Figure 3.9: (a) Phase Diagram of the quasiperiodically forced Toda oscillator in the a − ε

plane for the case of γ = 0.8, ω1 = 2.0, and ω = (
√

5 − 1)/2. Regular, chaotic, and

strange nonchaotic attractor regimes are shown in light gray, black, and gray (or dark gray),

respectively. In the thin gray region, intermittent strange nonchaotic attractors exist, while

in the dark gray region, nonintermittent strange nonchaotic attractors exist. To show the

region of existence (gray) of the intermittent strange nonchaotic attractor occurring between

T (light gray) and the chaotic attractor region (black), a small box near (a, ε) = [18, ε∗(=

0.765 139 585)] is magnified. Through interaction with the ring-shaped unstable set born

when passing the dashed line, typical dynamical transitions such as the intermittency (route

a) and the interior crisis (routes b and c; the dotted line is an interior crisis line) may occur.

Here the torus and the doubled torus are denoted by T and 2T and the solid line represents a

torus doubling bifurcation curve whose terminal point is marked with the cross. Projections

of (b) the smooth torus for a = 18 and ε = 0.764 and (c) the intermittent strange nonchaotic

attractor for a = 18 and ε = 0.765 15 onto the θ− x plane are shown. In (b) [(c)], the initial

orbit point is (x0, y0, θ0) = (−8, 8, 0), 5 × 103 points are computed before plotting, and the

next 104 (6× 104) points are plotted. For other details, see the text.
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broken, and a nonsmooth attractor, containing the attracting part (shown in black) of the

ring-shaped unstable set, appears [e.g., see Figs. 3.10(c) and 3.10(d) for ε = 0.729]. As ε

is further increased, the chaotic component in the rational approximation to the attractor

increases, and eventually for ε
(2)
7 = 0.734 049 948, it becomes abruptly widened via an interior

crisis [e.g., see Fig. 3.10(e) for ε = 0.74]. Then, F7 “gaps” without F7-periodic attractors

appear. Figure 3.10(f) shows a magnified gap, filled by intermittent chaotic attractors.

Moreover, the rational approximation to the attractor is nonchaotic, because 〈σ1〉 = −0.102.

We note that the 7th rational approximation to the attractor in Fig. 3.10(e) resembles the

(original) intermittent strange nonchaotic attractor in Fig. 3.9(c), although the level of the

rational approximation is low. Increasing the level to k = 15, we obtain the threshold values

ε
(1)
k and ε

(2)
k at which the phase-dependent saddle-node bifurcation and the interior crisis

occur, respectively. As the level k increases, both sequences of {ε(1)
k } and {ε(2)

k } are found

to converge to the same quasiperiodic limit ε∗ (= 0.765 139 585) in an algebraic way, |∆ε
(i)
k |

[≡ |ε(i)
k −ε∗|] ∼ F−α

k (i = 1, 2), where α ' 2.0. We note that the value of α is the same as that

in the preceding examples within numerical accuracy. In the quasiperiodic limit k → ∞,

the rational approximation to the attractor has a dense set of gaps filled by intermittent

chaotic attractors. As a result, an intermittent strange nonchaotic attractor, containing the

whole ring-shaped unstable set, appears, as shown in Fig. 3.9(c). As ε is further increased,

the value of 〈σ1〉 of the strange nonchaotic attractor increases, and eventually for ε = εc

(= 0.765 154), it becomes zero. Then, a transition to chaos occurs.

3.2 Band-Merging Route to Strange Nonchaotic At-

tractors

We investigate the mechanism for the band-merging route to strange nonchaotic attractors

in the quasiperiodically forced logistic map as a representative model for quasiperiodically

forced period-doubling systems [68]. When the smooth unstable torus loses its accessibility

from the interior of the basin of an attractor, it cannot induce the “standard” band-merging

transition. For this case, we use the rational approximation to the quasiperiodic forcing and

show that a new type of band-merging transition occurs for a nonchaotic attractor (smooth
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Figure 3.10: Intermittent route to strange nonchaotic attractors for a = 18 in the quasiperi-

odically forced Toda oscillator. In (a)-(f), projections of the attractor and the ring-shaped

unstable set onto the θ − x plane are given in the rational approximation of level 7. In (a),

the ring-shaped unstable set [composed of 2F7 (= 26) rings] lies close to the smooth torus

(denoted by a black curve) for ε = 0.715. A magnified view near (θF7, x) = (8.85,−7.1) is

given in (b). In the rational approximation, the intermittent transition from a smooth torus

to a strange nonchaotic attractor occurs through the following two stages. First, the ratio-

nal approximation to the attractor becomes nonsmooth via a phase-dependent saddle-node

bifurcation, as shown in (c) [a magnified view is given in (d)] for ε = 0.729. Second, the

chaotic component in the rational approximation to the attractor becomes abruptly widened

via an interior crises, as shown in (e) [a magnified view is given in (f)] for ε = 0.74. Thus,

F7 (= 13) “gaps,” filled by intermittent chaotic attractors, are formed. For more details, see

the text.
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torus or strange nonchaotic attractor) as well as a chaotic attractor through a collision

with an invariant ring-shaped unstable set which has no counterpart in the unforced case.

Particularly, a two-band smooth torus is found to transform into a single-band intermittent

strange nonchaotic attractor via a new band-merging transition, which corresponds to a

new mechanism for the appearance of strange nonchaotic attractors. Characterization of

the intermittent strange nonchaotic attractor is made in terms of the average time between

bursts and the local Lyapunov exponents. We also confirm for the universality of the band-

merging route to strange nonchaotic attractors in the quasiperiodically forced Hénon map

and Toda oscillator [69].

3.2.1 Band-Merging Transitions in the Quasiperiodically Forced

Logistic Map

We study band-merging transitions in the quasiperiodically forced logistic map M , which is

often used as a representative model for the quasiperiodically forced period-doubling systems:

M :





xn+1 = (a + ε cos 2πθn)xn(1− xn),

θn+1 = θn + ω (mod 1),
(3.7)

where x ∈ [0, 1], θ ∈ S1, a is the nonlinearity parameter of the logistic map, and ω and

ε represent the frequency and amplitude of the quasiperiodic forcing, respectively. This

quasiperiodically forced logistic map M is noninvertible, because its Jacobian determinant

becomes zero along the critical curve, L0 = {x = 0.5, θ ∈ [0, 1)}. Critical curves of rank k,

Lk (k = 1, 2, . . .), are then given by the images of L0, [i.e., Lk = Mk(L0); Mk is the kth iterate

of M ]. Segments of these critical curves can be used to define a bounded trapping region

of the phase space, called an “absorbing area,” inside which, upon entering, trajectories are

henceforth confined [82].

Here, we set the frequency to be the reciprocal of the golden mean, ω = (
√

5− 1)/2. For

the inverse golden mean, its rational approximants are given by the ratios of the Fibonacci

numbers, ωk = Fk−1/Fk, where the sequence of {Fk} satisfies Fk+1 = Fk + Fk−1 with F0 = 0

and F1 = 1. Instead of the quasiperiodically forced system, we study an infinite sequence

of periodically forced systems with rational driving frequencies ωk. We assume that the

properties of the original system M may be obtained by taking the quasiperiodic limit k →
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∞. Using this technique, the mechanism for the band-merging transitions is investigated.

Figure 3.11(a) shows a phase diagram in the a − ε plane. Each phase is characterized

by the Lyapunov exponent σx in the x-direction and the phase sensitivity exponent δ. The

exponent δ measures the sensitivity with respect to the phase of the quasiperiodic forcing

and characterizes the strangeness of an attractor in a quasiperiodically forced system [53].

A smooth torus with two bands which is born via a (first-order) torus doubling bifurcation

of its parent torus with a single band exists in the region denoted by 2T and shown in

light gray. It has a negative Lyapunov exponent (σx < 0) and no phase sensitivity (δ = 0).

When crossing the solid line (corresponding to a second-order torus doubling bifurcation

line), the two-band torus becomes unstable and bifurcates to a four-band torus which exists

in the region denoted by 4T . Chaotic attractors with positive Lyapunov exponents (σx > 0)

exist in the region shown in black. Between these regular and chaotic regions, strange

nonchaotic attractors that have negative Lyapunov exponents (σx < 0) and high phase

sensitivity (δ > 0) exist in the region shown in gray. Because of their high phase sensitivity,

these strange nonchaotic attractors have fractal structure [53]. A main interesting feature of

the phase diagram is the existence of a second-order “tongue” that penetrates into the chaotic

region. This tongue lies near the terminal point (denoted by the cross) of the second-order

torus doubling bifurcation curve, as in the case of the main (first-order) tongue that exists

near the terminal point of the first-order torus doubling bifurcation line [e.g., see Fig. 1(a)

in [66]]. For a clear view of the second-order tongue, the rectangular region in Fig. 3.11(a)

is rotated and magnified in Fig. 3.11(b), using the new parameters, s1 and s2, defined by

s1 = cos(27◦)(a− 3.48)− sin(27◦)(ε− 0.12) and s2 = sin(27◦)(a− 3.48) + cos(27◦)(ε− 0.12).

Near this tongue, rich dynamical transitions such as band-merging transition (routes A, B,

and C), intermittency (route a), and interior crisis (route b) occur through collision with an

invariant ring-shaped unstable set which has no counterpart in the unforced case. Here, we

are interested in the band-merging transitions, which occur when crossing the white solid

curve in Fig. 3.11.

We first consider a band-merging transition of a chaotic attractor which occurs along

the route α (ε = a − 3.55) in Fig. 3.11(a). For this case, it is convenient to investigate the

band-merging transition in M2 (i.e., the second iterate of M). For a = 3.596 and ε = 0.046,

there exists a two-band chaotic attractor with σx = 0.159 in the original map M . This
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Figure 3.11: (a) Phase Diagram near the second-order tongue in the a − ε plane. Regular,

chaotic, and strange nonchaotic attractor regimes are shown in light gray, black, and gray,

respectively. For the case of regular attractor, tori with two and four bands exist in the

regions denoted by 2T and 4T , respectively. A second-order “tongue” that penetrates into

the chaotic region lies near the terminal point (marked with the cross) of the second-order

torus doubling bifurcation curve represented by the solid line. Through collision with the

smooth unstable torus, standard band-merging transitions of a chaotic attractor, strange

nonchaotic attractor, and smooth torus occur along the routes α, β, and γ, respectively. For

a clear view of the tongue, the rectangular region is rotated and magnified in (b), using the

new parameters s1 [≡ cos(27◦)(a− 3.48)− sin(27◦)(ε− 0.12)] and s2 [≡ sin(27◦)(a− 3.48) +

cos(27◦)(ε − 0.12)]. A new type of dynamical transitions such as band-merging transition

(routes A, B, and C), intermittency (route a), and interior crisis (route b) occur through

collision with a ring-shaped unstable set born when passing the dash-dotted line. As the

dotted line is crossed, a basin boundary metamorphosis occurs, and then the smooth torus

becomes inaccessible from the interior of the basin of the attractor. Note that the band-

merging transition curve, denoted by the white solid curve, is not differentiable at the two

vertices, denoted by the pluses (+).
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chaotic attractor with two bands turns into a pair of conjugate chaotic attractors in M2,

which is denoted by black dots and bounded by the critical curves Lk (k = 1, . . . , 8) in

Fig. 3.12(a). The basins of the upper and lower chaotic attractors are shown in light gray

and gray, respectively. A smooth unstable torus (denoted by the dashed line) lies on a basin

boundary. As the parameters a and ε increase, the conjugate chaotic attractors become

closer. Eventually, at a threshold value (a, ε) = (3.600 998, 0.050 998), they contact the

smooth unstable torus simultaneously, and merge to form a single chaotic attractor (i.e., an

attractor-merging crisis occurs). Thus, for a = 3.603 and ε = 0.053, a single-band chaotic

attractor with σx = 0.196 appears in M , as shown in Fig. 3.12(b). This band-merging

transition corresponds to a natural generalization of the band-merging transition occurring

for the unforced case (ε = 0). Hence, we call it the “standard” band-merging transition.

As ε is increased from zero, the standard band-merging transition curve in the a − ε

plane continues smoothly. However, at a lower vertex (a∗l , ε
∗
l ) ' (3.552, 0.085) [denoted

by a plus (+) in Fig. 3.11(a)], the standard band-merging transition curve ceases and a

new type of band-merging transition curve begins by making a sharp turning. Hence, the

band-merging transition curve is not differentiable at the vertex. For this case, beyond the

vertex the standard band-merging transition curve is smoothly transformed into a curve of

a basin boundary metamorphosis line denoted by a dotted line, while the new band-merging

transition curve joins smoothly with an interior crisis line denoted by a dashed line at the

vertex [see Fig. 3.11(b)]. As the basin boundary metamorphosis line is passed, the basin

boundary abruptly jumps in size [78], and when crossing the interior crisis line, a sudden

widening of an attractor (without band merging) occurs. Note that these double (band-

merging and interior) crises plus a basin boundary metamorphosis take place simultaneously

at the vertex [98].

We consider a smooth doubled torus with two bands in M , which exists below the basin

boundary metamorphosis line. This two-band torus is transformed into a pair of conjugate

single-band tori in M2. Figure 3.12(c) shows the conjugate tori (denoted by heavy black

lines) inside their absorbing areas bounded by the critical curves Lk (k = 1, . . . , 8) for

a = 3.46 and ε = 0.11. The basins of the upper and lower tori are shown in light gray

and gray, respectively. However, when passing the basin boundary metamorphosis line, the

absorbing areas become broken up through collision with the unstable parent torus (denoted
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Figure 3.12: (a) and (b) Standard band-merging transition of a chaotic attractor. A two-band

chaotic attractor in M turns into a pair of conjugate chaotic attractors in M2. Such chaotic

attractors, denoted by black dots and bounded by the critical curves Lk (k = 1, . . . , 8),

are shown in (a) for a = 3.596 and ε = 0.046. The basins of the upper and lower chaotic

attractors are shown in light gray and gray, respectively. Through collision with the unstable

smooth torus (denoted by a dashed line), the chaotic attractors merge to form a single

chaotic attractor, as shown in (b) for a = 3.603 and ε = 0.053. (c) and (d) Basin boundary

metamorphosis in M2. (c) A pair of conjugate tori (denoted by heavy black lines) exists

inside their absorbing areas bounded by Lk (k = 1, . . . , 8) for a = 3.46 and ε = 0.11. (d)

The basin of each torus contains “holes” of other basin of the counterpart for a = 3.48 and

ε = 0.13 after breakup of the absorbing area. (e) and (f) Appearance of ring-shaped unstable

sets in the rational approximation of level 5 in M2. A pair of conjugate ring-shaped unstable

sets exists inside the basins of smooth tori (denoted by a black curve) for (e) a = 3.396 and

ε = 0.146 and (f) a = 3.4 and ε = 0.15. Each ring-shaped unstable set is composed of F5

(= 5) small rings. Magnified views of a ring are given in the insets. Note that each ring

consists of the unstable part (composed of unstable orbits with the forcing period F5 and

shown in dark gray) and the attracting part (shown in black).145



by the dashed line) on a basin boundary. Then, the basin of each torus becomes complex,

because it contains “holes” of other basin of the counterpart, as shown in Fig. 3.12(d) for

a = 3.48 and ε = 0.13. Due to this basin boundary metamorphosis, the unstable parent torus

becomes inaccessible from the interior of the basins of the upper and lower tori, and hence it

cannot induce any band-merging transition. For this case, using the rational approximations

to the quasiperiodic forcing, we locate an invariant ring-shaped unstable set that causes a

new type of band-merging transition. When passing the dash-dotted line in Fig. 3.11, a pair

of conjugate ring-shaped unstable sets is born via phase-dependent saddle-node bifurcations

in M2 [66]. This bifurcation has no counterpart in the unforced case. As an example, in the

rational approximation of level k = 5 we explain the structure of the ring-shaped unstable

set. As shown in Fig. 3.12(e) for a = 3.396 and ε = 0.146, the rational approximation to each

ring-shaped unstable set, consisting of F5 (= 5) small rings, exists in the basin of the rational

approximation to each smooth torus (denoted by a black curve and composed of stable orbits

with period F5). At first, each ring is composed of the stable (shown in black) and unstable

(shown in dark gray) orbits with the forcing period F5 [see the inset in Fig. 3.12(e)]. However,

as the parameters a and ε are increased, these rings evolve, and then each ring consists of a

large unstable part (shown in dark gray) and a small attracting part (shown in black) [see the

inset in Fig. 3.12(f)]. With increase in the level k of the rational approximation, each ring-

shaped unstable set becomes composed of a larger number of rings with a smaller attracting

part. Hence, we believe that, in the quasiperiodic limit, the ring-shaped unstable set might

become a complicated invariant unstable set consisting of only unstable orbits. Through a

collision with this ring-shaped unstable set which has no counterpart in the unforced case,

a new type of band-merging transition occurs, as will be shown below.

As ε is further increased, both the new band-merging transition curve and the basin

boundary metamorphosis line cease simultaneously at the upper double-crisis vertex (de-

noted by a plus) (a∗u, ε
∗
u) ' (3.404, 0.163) in Fig. 3.11(a). Then, the standard band-merging

transition line, which is connected smoothly with the basin boundary metamorphosis line at

the upper vertex, begins again by making an angle. Along the routes α, β, and γ beyond the

upper vertex, standard band-merging transitions of a chaotic attractor, strange nonchaotic

attractor, and smooth torus occur, respectively, through a collision with the smooth unstable

torus. On the other hand, the new band-merging transition curve transforms smoothly to
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a curve of intermittency at the upper vertex. When passing the intermittency line [route

a in Fig. 3.11(b)], a transition from a smooth two-band torus to an intermittent two-band

strange nonchaotic attractor occurs through collision with a ring-shaped unstable set [66].

As in the case of interior crisis [route b Fig. 3.11(b)], the size of the attractor abruptly

increases (without band merging). Hereafter, we will investigate the new band-merging

transitions which occur along the routes A, B, and C crossing the segment bounded by the

two double-crisis vertices [see Fig. 3.11(b)]. A new band-merging transition is found to take

place for a nonchaotic attractor [smooth torus (route A) and strange nonchaotic attractor

(route B)] as well as a chaotic attractor (route C) through a collision with a ring-shaped

unstable set. Particularly, a single-band strange nonchaotic attractor appears as a result of

the new band-merging transition of a two-band smooth torus.

We now fix the value of a at a = 3.43 and study the band-merging transition from a two-

band torus to a single-band intermittent strange nonchaotic attractor by varying ε along the

route A. A two-band torus in the original map M is transformed into a pair of conjugate

tori in M2. Figure 3.13(a) shows a pair of upper and lower tori (denoted by black curves)

for ε = 0.161, whose basins are shown in light gray and gray, respectively. For this case,

the basin of each smooth torus contains holes of other basin of the counterpart. Hence, the

smooth unstable torus (denoted by the dashed line) is not accessible from the interior of the

basins of the conjugate (attracting) tori. As the parameter ε increases, conjugate tori and

holes become closer. Eventually, for ε = ε∗ (= 0.161 323 479) an attractor-merging crisis of

the conjugate tori occurs through a collision with a hole boundary, and then for ε = 0.163,

a single-band intermittent strange nonchaotic attractor with σx = −0.019 and δ = 10.8

appears in M , as shown in Fig. 3.13(b). Using the rational approximation of level k = 8,

we investigate the mechanism for the band-merging transition of the smooth torus. Figure

3.13(c) shows conjugate tori (denoted by black lines), conjugate ring-shaped unstable sets

(represented by dark gray lines), and holes (shown in gray and light gray inside the basins of

the upper and lower tori, respectively) in M2 for ε = 0.1597. The rational approximations

to the smooth torus and the ring-shaped unstable set are composed of stable and unstable

orbits with period F8 (= 21), respectively. For this case, some part of each ring-shaped

unstable set (denoted by dark gray curves) lies on a hole boundary (e.g., see a magnified

view in Fig. 3.13(d), where holes in the light gray basin are represented by gray dots). With
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Figure 3.13: Band-merging transition of a two-band torus for a = 3.43. There exists a pair

of conjugate tori in M2, which are denoted by black lines in (a) for ε = 0.161. The basins

of the upper and lower tori are shown in light gray and gray, respectively. Each basin is

complex, because it contains holes of other basin of the counterpart. Through a collision with

a hole boundary, the conjugate tori merge into a single-band strange nonchaotic attractor,

as shown in (b) for ε = 0.163. (c)-(f) Analysis of the mechanism for the band-merging

transition of the two-band torus for a = 3.43, using the rational approximation of level 8. In

(c), the eight rational approximation to the conjugate tori and ring-shaped unstable sets are

plotted in M2 for ε = 0.1597. For this case, the ring-shaped unstable sets (represented by

dark gray curves), some part of which exists on a hole boundary, lie close to the smooth tori

(denoted by black lines) (e.g., see a magnified view in (d), where holes in the light gray basin

are denoted by gray dots). Through collision between the smooth tori and the ring-shaped

unstable sets, F8 (= 21) “gaps,” filled by single-band intermittent chaotic attractors denoted

by black dots, are formed, as shown in (e) for ε = 0.15976. For a clear view, a magnified gap

is given in (f). In (e) and (f), attractors (denoted by black dots) and ring-shaped unstable

sets (represented by gray curves) are plotted in the original map M .
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increase in ε, the conjugate tori and ring-shaped unstable sets become closer, and eventually,

for ε = ε∗8 (= 0.159 750 121) a pair of phase-dependent saddle-node bifurcations occurs

through collision between the conjugate tori and ring-shaped unstable sets. Then, F8 (= 21)

“gaps,” where no orbits with period F8 exist, are formed in the whole range of θ, as shown

in Fig. 3.13(e) for ε = 0.15976. In these gaps, single-band intermittent chaotic attractors

(denoted by black dots) appear (i.e., saddle-node bifurcations induce attractor-merging crises

in the gaps) [for a clear view, a magnified gap is given in Fig. 3.13(f)]. Thus, the rational

approximation to the whole attractor in the original map M becomes composed of the union

of the two-band periodic component and the single-band intermittent chaotic component.

Since the periodic component is dominant, the average Lyapunov exponent (〈σx〉 = −0.105)

is negative, where 〈· · ·〉 denotes the average over the whole θ. Hence, the (partially-merged)

8th rational approximation to the attractor in Fig. 3.13(e) becomes nonchaotic, and resembles

the single-band strange nonchaotic attractor in Fig. 3.13(b), although the level k = 8 is

low. By increasing the level of the rational approximation to k = 16, we study the band-

merging transition of the two-band torus. It is thus found that the threshold value ε∗k, at

which the phase-dependent saddle-node bifurcation of level k (inducing attractor-merging

crises in the gaps) occurs, converges to the quasiperiodic limit ε∗ (= 0.161 323 479) in an

algebraic manner, |∆εk| ∼ F−α
k , where ∆εk = ε∗k − ε∗ and α ' 2.0. As the level k of

the rational approximation increases, the number of gaps, where phase-dependent attractor-

merging crises occur, becomes larger, and eventually in the quasiperiodic limit, the rational

approximation to the attractor has a dense set of gaps, filled by single-band intermittent

chaotic attractors. Consequently, an intermittent single-band strange nonchaotic attractor,

containing the ring-shaped unstable set, appears, as shown in Fig. 3.13(b). We note that this

transition from a two-band torus to a single-band intermittent strange nonchaotic attractor

corresponds to a new mechanism for the appearance of strange nonchaotic attractors.

The intermittent strange nonchaotic attractor, born via an attractor-merging crisis [29],

may be characterized in terms of the average time between bursts and the local Lyapunov

exponents [60, 61, 62]. A typical trajectory of the second iterate of Eq. (3.7) (i.e., M2) spends

a long stretch of time in the vicinity of one of the two former attractors (i.e., smooth tori),

then it bursts out from this region and comes close to the same or other former tori where

it remains again for some time interval, and so on. In this way the trajectory irregularly
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Figure 3.14: (a) Plot of log10〈τ〉 (〈τ〉 is the average time between bursts) versus log10 ∆ε

(∆ε = ε − ε∗) for a = 3.43. The data are well fitted with the straight line with the slope

γ = 0.5 ± 0.002. (b) Plot of σx versus ∆ε for a = 3.43. We note that abrupt change in

σx near the transition point. (c) Three probability distributions P (σM
x ) of the local M -time

Lyapunov exponents for M = 100, 500, and 1000 when a = 3.43 and ε = 0.163. (d) Plots

of log10 F+
M (F+

M : fraction of the positive local Lyapunov exponents) versus − log10 M . Note

that the three plots for ε = 0.163 (circles), 0.165 (squares), and 0.1667 (triangles) are well

fitted with the straight lines with the slopes η = 0.45, 0.27, and 0.13, respectively. Hence

F+
M decays with some power η.
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jumps between the two former tori. For this case, the characteristic time τ is the average

over a long trajectory of the time between bursts (i.e., jumps) [29]. As shown in Fig. 3.14(a)

for a = 3.43, the average value of τ exhibits a power-law scaling behavior,

〈τ〉 ∼ (ε− ε∗)−γ, γ = 0.5± 0.002. (3.8)

The scaling exponent γ is the same as that for the case of the intermittent route to strange

nonchaotic attractors occurring near the main tongue of the quasiperiodically forced logis-

tic map [60]. Since the dynamical mechanisms for the appearance of intermittent strange

nonchaotic attractors near the main tongue [66] and the second-order tongue (in the present

case) are the same (i.e., an intermittent strange nonchaotic attractor appears via a phase-

dependent saddle-node bifurcation between a smooth torus and a ring-shaped unstable set),

the intermittent strange nonchaotic attractors for both cases seem to exhibit the same scaling

behaviors. Figure 3.14(b) shows the plot of the Lyapunov exponent σx versus ∆ε (= ε− ε∗).

We note that σx abruptly increases during the transition from torus to strange nonchaotic

attractor, which is similar to the case of the intermittent route to strange nonchaotic at-

tractor [60]. We also discuss the distribution of local (M -time) Lyapunov exponents σM
x ,

causing the sensitivity of the strange nonchaotic attractor with respect to the phase θ of the

quasiperiodic forcing [53]. As an example, we consider the case of a = 3.43 and ε = 0.163

and obtain the probability distribution P (σM
x ) of local (M -time) Lyapunov exponents σM

x

by taking a long trajectory dividing it into segments of length M and calculating σM
x in

each segment. For M = 100, 500, and 1000, P (σM
x )’s are shown in Fig. 3.14(c). In the limit

M →∞, P (σM
x ) approaches the delta distribution δ(σM

x − σx), where σx (= −0.019) is just

the usual averaged Lyapunov exponent. However, we note that the distribution P (σM
x ) has

a significant positive tail which does not vanish even for large M . To quantify this slow

decay of the positive tail, we define the fraction of positive local Lyapunov exponents as

F+
M =

∫ ∞

0

P (σM
x )dσM

x . (3.9)

These fractions F+
M ’s are plotted for ε = 0.163, 0.165, and 0.1667 in Fig. 3.14(d). Note that

for each value of ε, the fraction F+
M exhibits a power-law decay,

F+
M ∼ M−η. (3.10)
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Here the values of the exponent η decreases as ε increases. Consequently, a trajectory

on any strange nonchaotic attractor has segments of arbitrarily long M that have positive

local Lyapunov exponents, and thus it has a phase sensitivity, inducing the strangeness of

the strange nonchaotic attractor. As shown in Fig. 3.14(d), as ε increases the value of F+
M

becomes larger. Hence, the degree of the phase sensitivity of the strange nonchaotic attractor

increases.

When crossing the remaining part of the new band-merging transition curve along the

route B (C) in Fig. 3.11(b), a transition from a two-band strange nonchaotic attractor

(chaotic attractor) into a single-band one occurs via a collision with a ring-shaped unstable

set. We fix the value of ε at ε = 0.1305 and investigate the band-merging transition of a

two-band strange nonchaotic attractor by varying a along the route B. For a = 3.5153,

there exists a two-band strange nonchaotic attractor with σx = −0.027 and δ = 1.752 in the

original map M . This two-band strange nonchaotic attractor is transformed into a pair of

conjugate strange nonchaotic attractors in M2, which is denoted by black dots in Fig. 3.15(a).

The basins of the upper and lower strange nonchaotic attractors are shown in light gray

and gray, respectively. For this case, the unstable smooth torus (denoted by a dashed

line) is not accessible from the interior of the basins of the conjugate strange nonchaotic

attractors, because the basin of each strange nonchaotic attractor contains holes of other

basin of the counterpart. As a is increased, conjugate strange nonchaotic attractors and holes

become closer. Eventually, an attractor-merging crisis of the conjugate strange nonchaotic

attractors occurs for a = a∗(= 3.515 342 763) through a collision with a hole boundary,

and then for a = 3.5157, a single-band strange nonchaotic attractor with σx = −0.013

and δ = 3.734 appears in M , as shown in Fig. 3.15(b). As in the case of the strange

nonchaotic attractor, band-merging transition of a chaotic attractor also occurs along the

route C through a collision with a hole boundary. For example, at a fixed value of ε = 0.105,

we consider a two-band chaotic attractor with σx = 0.023 in M for a = 3.535. This two-band

chaotic attractor turns into a pair of conjugate single-band chaotic attractors in M2, which

is represented by black dots in Fig. 3.15(c). An attractor-merging crisis of the upper and

lower chaotic attractors takes place when passing a threshold value of a = 3.538 034 276,

and then for a = 3.545, a single-band chaotic attractor with σx = 0.077 appears in M ,

as shown in Fig. 3.15(d). Since the mechanism for the band-merging transition of the
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Figure 3.15: (a) and (b) band-merging transition of a two-band strange nonchaotic attractor

for a fixed value of ε = 0.1305. A pair of conjugate strange nonchaotic attractors in M2 is

represented by black dots in (a) for a = 3.5153. The basins of the upper and lower strange

nonchaotic attractors are shown in light gray and gray, respectively. Due to a collision with

a hole boundary, the conjugate strange nonchaotic attractors merge to form a single-band

strange nonchaotic attractor, as shown in (b) for a = 3.5157. (c) and (d) band-merging

transition of a two-band chaotic attractor for a fixed value of ε = 0.105. A pair of conjugate

chaotic attractors in M2 is denoted by black dots in (c) for a = 3.535. The basins of the

upper and lower chaotic attractors are shown in light gray and gray, respectively. Because

of a collision with a hole boundary, the upper and lower chaotic attractors merge to form

a single-band chaotic attractor, as shown in (d) for a = 3.545. (e)-(h) Investigation of

the mechanism for the band-merging transition of the strange nonchaotic attractor in the

rational approximation of level k = 8 for ε = 0.1305. The rational approximations to the

conjugate strange nonchaotic attractors and the conjugate ring-shaped unstable sets in M2

are denoted by black dots and dark gray curves, respectively, in (e) for a = 3.5224. Some

part of the ring-shaped unstable set, represented by dark gray lines, lies on a hole boundary

(e.g., see a magnified view in (f), where holes in the light gray basin are denotde by gray

dots). Through collision between the chaotic components of the rational approximations to

the conjugate strange nonchaotic attractors and the conjugate ring-shaped unstable sets, F8

(= 21) “gaps,” filled by single-band intermittent chaotic attractors, are formed, as shown in

(g) for a = 3.5229, [for a clear view, see a magnified gap in (h)]. In (g) and (h), attractors

(denoted by black dots) and ring-shaped unstable sets (represented by gray curves) are

plotted in the original map M .
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chaotic attractor is the same as that for the case of the strange nonchaotic attractor, it

is sufficient to consider only the case of the strange nonchaotic attractor for presentation of

the mechanism for the band-merging transition. Hence, using the rational approximation

of level k = 8, we investigate the mechanism for the band-merging transition of the strange

nonchaotic attractor along the route B for ε = 0.1305. Figures 3.15(e) and 3.15(f) show

the rational approximations to the conjugate strange nonchaotic attractors (denoted by

black dots) and conjugate ring-shaped unstable sets (represented by dark gray curves) for

a = 3.5224. For this case, the rational approximation to a strange nonchaotic attractor is

composed of periodic and chaotic components, and some part of the ring-shaped unstable

set (denoted by dark gray lines) lies on a hole boundary (e.g., see a magnified view in

Fig. 3.15(f), where holes in the light gray basin are denoted by gray dots). As a is increased,

the chaotic components of the rational approximations to the conjugate strange nonchaotic

attractors and the conjugate ring-shaped unstable sets on the hole boundary become closer.

Eventually, for a = a∗8 (= 3.522 675 762), they make a collision and then a phase-dependent

attractor-merging crisis occurs. Thus, F8 (= 21) “gaps,” filled by single-band intermittent

chaotic attractors (represented by black dots), are formed in the whole range of θ, as shown

in Fig. 3.15(g) for a = 3.5229 [for a clear view, a magnified gap is given in Fig. 3.15(h)].

This (partially-merged) rational approximation to the attractor, composed of the union of the

periodic and chaotic components, has a negative average Lyapunov exponent (〈σx〉 = −0.046

in M), because its periodic component is dominant. Hence, the 8th rational approximation

to the attractor in Fig. 3.15(g) becomes nonchaotic, and is similar to the single-band strange

nonchaotic attractor in Fig. 3.15(b). Increasing the level of the rational approximation

to k = 16, we find that the threshold value a∗k, at which the phase-dependent attractor-

merging crisis of level k occurs, converges to the quasiperiodic limit a∗ (= 3.515 342 763) in

an algebraic manner, |∆ak| ∼ F−α
k , where ∆ak = a∗k − a∗ and α ' 2.8. In the quasiperiodic

limit k → ∞, there appear a dense set of gaps, filled by single-band intermittent chaotic

attractors, in the rational approximation to the attractor. Consequently, when passing the

threshold value a∗ along the route B, a transition from a two-band strange nonchaotic

attractor to an intermittent single-band strange nonchaotic attractor, containing the ring-

shaped unstable set, occurs.
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3.2.2 Universality for the Band-Merging Route to Strange Non-

chaotic Attractors

We consider the quasiperiodically forced Hénon map, which is a representative model for the

quasiperiodically forced period-doubling systems:

M :





xn+1 = a− x2
n + yn + ε cos 2πθn,

yn+1 = bxn,

θn+1 = θn + ω (mod 1),

(3.11)

where a is the nonlinearity parameter of the unforced Hénon map, and ω and ε represent the

frequency and amplitude of the quasiperiodic forcing, respectively. This quasiperiodically

forced Hénon map M is invertible, because it has a nonzero constant Jacobian determinant

−b whose magnitude is less than unity (i.e., b 6= 0 and −1 < b < 1 ). Here, we fix the value

of the dissipation parameter b at b = 0.05, and set the frequency ω to be the reciprocal of the

golden mean, ω = (
√

5− 1)/2. Then, using the rational approximation to this quasiperiodic

forcing, we investigate the dynamical mechanism for the band-merging route to intermittent

strange nonchaotic attractors. For the inverse golden mean, its rational approximants are

given by the ratios of the Fibonacci numbers, ωk = Fk−1/Fk, where the sequence of {Fk}
satisfies Fk+1 = Fk + Fk−1 with F0 = 0 and F1 = 1. Instead of the quasiperiodically forced

system, we study an infinite sequence of periodically forced systems with rational driving

frequencies ωk, and suppose that the properties of the original system M may be obtained

by taking the quasiperiodic limit k →∞.

Figure 3.16(a) shows a phase diagram in the a − ε plane. Each phase is characterized

by the (nontrivial) Lyapunov exponents, σ1 and σ2 (≤ σ1), associated with dynamics of

the variables x and y (besides the zero exponent, connected to the phase variable θ of the

quasiperiodic forcing) as well as the phase sensitivity exponent δ. The exponent δ measures

the sensitivity with respect to the phase of the quasiperiodic forcing and characterizes the

strangeness of an attractor [53]. A two-band smooth torus, which is born via a first-order

torus-doubling bifurcation of its parent torus with a single band, exists in the region repre-

sented by 2T and shown in light gray. It has negative Lyapunov exponents (σ1,2 < 0) and

no phase sensitivity (δ = 0). When crossing the solid line (corresponding to a second-order

torus-doubling bifurcation line), the two-band smooth torus becomes unstable and bifurcates
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to a four-band smooth torus which exists in the region denoted by 4T . On the other hand,

a chaotic attractor with a positive Lyapunov exponent (σ1 > 0) exists in the region shown

in black. Between these regular and chaotic regions, strange nonchaotic attractors that have

negative Lyapunov exponents (σ1,2 < 0) and high phase sensitivity (δ > 0) exist in the region

shown in gray. Because of their high phase sensitivity, these strange nonchaotic attractors

have fractal structure [53]. A main interesting feature of the phase diagram is the existence

of a second-order “tongue” that penetrates into the chaotic region. This tongue lies near the

terminal point (denoted by the cross) of the second-order torus-doubling bifurcation curve,

as in the case of the main (first-order) tongue that exists near the terminal point of the

first-order torus-doubling bifurcation line (e.g., see Fig. 1(a) in [66]).

When passing the white solid line in Fig. 3.16(a), a two-band attractor (smooth torus,

strange nonchaotic attractor, or chaotic attractor) transforms into a single-band attractor.

We note that the band-merging curve loses its differentiability at the two vertices denoted

by the pluses (+). A new type of band-merging transition occurs along the routes A, B,

and C crossing the segment bounded by the two vertices. This new band merging is in

contrast to the “standard” band merging which takes place on the remaining part of the

band-merging curve when a two-band attractor collides with the smooth unstable torus,

which is developed from the unstable fixed point for the unforced case. (The band-merging

transition in [30] corresponds to the standard transition.) For the case of new band merging,

due to a basin boundary metamorphosis [78], the smooth unstable torus becomes inaccessible

from the interior of the basin of the attractor, and hence it cannot induce any band merging.

For this case, through a collision with a ring-shaped unstable set which has no counterpart

for the unforced case, a band-merging transition occurs for a nonchaotic attractor [smooth

torus (route A) or strange nonchaotic attractor (route B)] as well as a chaotic attractor

(route C). Particularly, a two-band smooth torus transforms into a single-band intermittent

strange nonchaotic attractor along the route A, which corresponds to a new mechanism for

the appearance of strange nonchaotic attractors. Here, we are interested in this kind of

band-merging route to intermittent strange nonchaotic attractors.

As an example, we consider the case of a = 1.17 and study the band-merging transition

from a two-band torus to a single-band intermittent strange nonchaotic attractor by varying

ε along the route A. It is convenient to investigate such a band-merging transition in
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Figure 3.16: (a) Phase Diagram of the quasiperiodically forced Hénon map M in the a − ε

plane for the case of b = 0.05 and ω = (
√

5− 1)/2. Regular, chaotic, and strange nonchaotic

attractor regimes are shown in light gray, black, and gray, respectively. For the case of

regular attractor, tori with two and four bands exist in the regions denoted by 2T and 4T ,

respectively. When crossing the white solid curve, a two-band attractor is transformed into

a single-band attractor; a transition from a four-band attractor to a two-band attractor

occurs when passing the white dashed curve. Particularly, a band-merging transition to an

intermittent strange nonchaotic attractor takes place along the route A. In (b) and (c),

projections of the attractors and the smooth unstable torus (represented by a dashed curve)

onto the θ − x plane and the 2D slices with y = 0.005 of the basins of the attractors are

given for a = 1.17. There exists a pair of conjugate tori in M2, which are denoted by black

curves in (b) for ε = 0.12. The basins of the upper and lower tori are shown in light gray and

gray, respectively. Through a collision with a hole boundary, the conjugate tori merge into

a single-band intermittent strange nonchaotic attractor in M , as shown in (c) for ε = 0.127.
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M2 (i.e., the second iterate of the original map M). A two-band smooth torus in M is

transformed into a pair of conjugate tori in M2. Figure 3.16(b) shows a pair of upper and

lower tori (denoted by black curves) for ε = 0.12, whose basins are shown in light gray

and gray, respectively. For this case, the basin of each smooth torus contains “holes” of

other basin of the counterpart. Hence, the smooth unstable torus (denoted by the dashed

line) on a basin boundary is not accessible from the interior of the basins of the conjugate

attracting tori, and hence it cannot induce any band-merging transition. For this case of

a basin boundary metamorphosis, conjugate tori and holes become closer as the parameter

ε increases. Eventually, for ε = ε∗ (= 0.126 662 718) an attractor-merging crisis occurs for

the conjugate tori via a collision with a hole boundary, and then a single-band intermittent

strange nonchaotic attractor appears in the original map M . As shown in Fig. 3.16(c) for

ε = 0.127, a typical trajectory on the newly-born intermittent strange nonchaotic attractor

with σ1 ' −0.029 and δ ' 4.60 spends most of its time near the former two-band torus with

sporadic large bursts away from it.

Such a band-merging transition to an intermittent strange nonchaotic attractor takes

place through a collision with a ring-shaped unstable set on a hole boundary, as will be

shown below. Using the rational approximation, the ring-shaped unstable set which has no

counterpart in the unforced case was first discovered in the study on the intermittent route

to strange nonchaotic attractors [66]. As the system parameters vary, both the size and the

shape of rings, constituting the unstable set, are changed. Furthermore, as the level of the

rational approximation increases, the ring-shaped unstable set consists of a large number of

rings, and hence it becomes a complicated unstable set. (For details on the structure and

evolution of the ring-shaped unstable set, refer to Fig. 2 of Ref. [66].)

In terms of the rational approximation of level 8, we now explain the mechanism for the

band-merging route to intermittent strange nonchaotic attractors occurring in Figs. 3.16(b)-

3.16(c) for a = 1.17. Figure 3.17(a) shows conjugate tori (denoted by black curves), conjugate

ring-shaped unstable sets (represented by dark gray curves), and holes (shown in gray and

light gray inside the basins of the upper and lower tori, respectively) in M2 for ε = 0.125.

The rational approximations to the conjugate smooth tori and ring-shaped unstable sets

are composed of stable and unstable orbits with period F8 (= 21) in M2, respectively. For

this case, some part of each ring-shaped unstable set (denoted by dark gray curves) lies on
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a hole boundary (e.g., see a magnified view in Fig. 3.17(b), where holes in the light gray

basin are represented by gray dots). With increase in ε, the conjugate tori and ring-shaped

unstable sets become closer, and eventually, for ε = ε∗8 (= 0.125 669 395) a pair of phase-

dependent saddle-node bifurcations occurs for the conjugate stable and unstable F8-periodic

orbits through collision between the conjugate tori and ring-shaped unstable sets. Then,

F8 (= 21) “gaps,” where no orbits with period F8 exist, are formed in the whole range of

θ, as shown in Fig. 3.17(c) for ε = 0.1257 [e.g., see a magnified gap in Fig. 3.17(d)]. In

these gaps, single-band intermittent chaotic attractors (denoted by black dots) appear (i.e.,

saddle-node bifurcations induce attractor-merging crises in the gaps). Thus, the rational

approximation to the whole attractor in the original map M becomes composed of the union

of the two-band periodic component and the single-band intermittent chaotic component.

Since the periodic component is dominant, its average Lyapunov exponent (〈σ1〉 ' −0.098) is

negative, where 〈· · ·〉 denotes the average over the whole θ. Hence, the partially-merged 8th

rational approximation to the attractor in Fig. 3.17(c) becomes nonchaotic, and resembles

the single-band strange nonchaotic attractor in Fig. 3.16(c), although the level k = 8 is

low. By increasing the level of the rational approximation to k = 18, we study the band-

merging transition of the two-band torus. It is thus found that the threshold value ε∗k,

at which the phase-dependent saddle-node bifurcation of level k (inducing the attractor-

merging crises in the gaps) occurs, converges to the quasiperiodic limit ε∗ (= 0.126 662 718)

in an algebraic manner, |∆εk| ∼ F−α
k , where ∆εk = ε∗k − ε∗ and α ' 2.0, as shown in

Fig. 3.17(e). As the level k of the rational approximation increases, the number of gaps,

where phase-dependent attractor-merging crises occur, becomes larger, and eventually in the

quasiperiodic limit, the rational approximation to the attractor has a dense set of gaps, filled

by single-band intermittent chaotic attractors. Consequently, an intermittent single-band

strange nonchaotic attractor, containing the ring-shaped unstable set, appears, as shown in

Fig. 3.16(c). We also note that this band-merging transition results in the truncation of the

torus-doubling cascade.

To confirm the above mechanism for the band-merging transition, we also study the Toda

oscillator with an asymmetric exponential potential which is quasiperiodically forced at two
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Figure 3.17: Dynamical mechanism for the transition from a two-band smooth torus to a

single-band intermittent strange nonchaotic attractor for a = 1.17 in the quasiperiodically

forced Hénon map M . In (a)-(d), projections of the attractors, the ring-shaped unstable

sets, and the smooth unstable torus (denoted by a dashed curve) onto the θ − x plane

and the 2D slices with y = 0.005 of the basins of the attractors are given in the rational

approximation of level 8. (a) and (b) Eighth rational approximation to the conjugate smooth

tori and ring-shaped unstable sets for ε = 0.125 in M2. The basins of the upper and lower

tori, denoted by black curves, are shown in light gray and gray, respectively. The conjugate

ring-shaped unstable sets, represented by dark gray curves, lie close to the smooth tori

(e.g., see a magnified view in (b), where holes in the light gray basin are denoted by gray

dots). (c) and (d) Eighth rational approximation to the single-band intermittent strange

nonchaotic attractor for ε = 0.1257 in M . The attractors and ring-shaped unstable sets are

shown in black and gray, respectively. The rational approximation to the strange nonchaotic

attractor is composed of the union of the two-band periodic component and the single-band

intermittent chaotic component, where the latter occupies the F8 (= 21) gaps in θ. For a clear

view, a magnified gap is given in (d). (e) Plot of log10 |∆ε∗k| vs. log10 Fk for k = 12, . . . , 18

[∆ε∗k = ε∗k − ε∗]. Here, ε∗k (denoted by solid circles) represents the threshold value for the

saddle-node bifurcation (inducing the attractor-merging crises in the gaps) in the rational

approximation of level k, and ε∗ denotes the quasiperiodic limit.
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incommensurate frequencies [67],

ẍ + γẋ + ex − 1 = a cos ω1t + ε cos ω2t, (3.12)

where γ is the damping coefficient, a and ε represent the amplitudes of the quasiperiodic

forcing, and ω (≡ ω2/ω1) is irrational. By making a normalization, ω1t → 2πt, Eq. (3.12)

can be reduced to three first-order differential equations,

ẋ = y,

ẏ = −2π
ω1

γy + 4π2

ω2
1
(−ex + 1 + a cos 2πt + ε cos 2πθ),

θ̇ = ω (mod 1).

(3.13)

By stroboscopically sampling the orbit points (xn, yn, θn) at the discrete time n,we obtain the

3D Poincaré map P with a constant Jacobian determinant of e−γT1 , where T1 = 2π/ω1. Here,

we set ω to be the reciprocal of the golden mean [i.e., ω = (
√

5− 1)/2)], and investigate the

band-merging route to intermittent strange nonchaotic attractors in the 3D Poincaré map

P for the case of γ = 0.8 and ω1 = 2.0. Figure 3.18(a) shows a phase diagram in the a − ε

plane. As in the case of the quasiperiosically forced Hénon map, a band-merging transition

from a two-band smooth torus to a single-band intermittent strange nonchaotic attractor

occurs when passing the white solid curve along the route A. As an example, we consider

the case of a = 27. Figure 3.18(b) shows a two-band smooth torus in the Poincaré map P for

ε = 0.21. When passing a threshold value ε = ε∗ (= 0.242 953 437), such a two-band torus

transforms into a single-band intermittent strange nonchaotic attractor (e.g., see the newly-

born intermittent strange nonchaotic attractor with σ1 ' −0.051 and δ ' 6.2 in Fig. 3.18(c)

for ε = 0.244).

Using the rational approximation of level 8, we explain the mechanism for the band-

merging transition to intermittent strange nonchaotic attractors occurring in Figs. 3.18(b)-

3.18(c) for a = 27. In P 2 (i.e., the second iterate of the Poincaré map P ), there exists a pair

of conjugate smooth tori denoted by black curves, as shown in Fig. 3.18(d) for ε = 0.207.

We note that conjugate ring-shaped unstable sets, represented by gray curves, lie close to

the conjugate smooth tori. For this case, the smooth unstable torus, denoted by a black

dashed line, is inaccessible from the interior of the basins of the conjugate smooth tori, and

hence it cannot induce any band-merging transition. As ε is increased, the conjugate tori

and ring-shaped unstable sets become closer. Eventually, when passing the threshold value
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Figure 3.18: (a) Phase Diagram of the quasiperiodically forced Toda oscillator in the a− ε

plane for the case of γ = 0.8, ω1 = 2.0, and ω = (
√

5−1)/2. Symbols and colors represent the

same things as in Fig. 3.16(a). (b) and (c) Band-merging route to an intermittent strange

nonchaotic attractor for a = 27 in the Poincaré map P . In (b) and (c), projections of the

two-band smooth torus and the single-band intermittent strange nonchaotic attractor onto

the θ−x plane are given for ε = 0.21 and 0.244, respectively. (d) and (e) Mechanism for the

transition from a two-band smooth torus to a single-band intermittent strange nonchaotic

attractor for a = 27 in the rational approximation of level 8. In the second iterate of

the Poincaré map P (i.e., P 2), projections of the conjugate tori (denoted by black solid

curves), ring-shaped unstable sets (represented by gray curves), and the unstable smooth

torus (denoted by a dashed curve) onto the θ−x plane are given in (d) for ε = 0.207. Through

collision between the conjugate tori and ring-shaped unstable sets, F8 (= 21) “gaps,” filled

by single-band intermittent chaotic attractors denoted by black dots, appear in the whole

range of θ, as shown in (e) for ε = 0.2409. In (e), projections of the attractors (denoted by

black dots) and the ring-shaped unstable sets (represented by gray curves) are plotted in the

Poincaré map P .
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ε∗8 (= 0.240 831 592), a pair of phase-dependent saddle-node bifurcations occurs through

collision between the conjugate tori and ring-shaped unstable sets. Then, F8 (= 21) “gaps”

without F8-periodic attractors appear in the whole range of θ, as shown in Fig. 3.18(e) for

ε = 0.2409. In these gaps, single-band intermittent chaotic attractors (denoted by black

dots) appear. Thus, the rational approximation to the whole attractor in the Poincaré

map P becomes composed of the union of the two-band periodic component and the single-

band intermittent chaotic component. This partially-merged 8th rational approximation to

the attractor in Fig. 3.18(e) becomes nonchaotic because 〈σ1〉 ' −0.112, and it resembles

the single-band intermittent strange nonchaotic attractor in Fig. 3.18(c), although the level

k = 8 is low. Increasing the level of the rational approximation to k = 18, we obtain

the threshold value ε∗k, at which the phase-dependent saddle-node bifurcation of level k

(mediating the attractor-merging crises in the gaps) occurs. As the level k increases, the

sequence {ε∗k} is found to converge to the quasiperiodic limit ε∗ (= 0.242 953 437) in an

algebraic manner, |∆εk| ∼ F−α
k , where ∆εk = ε∗k − ε∗ and α ' 2.0. In the quasiperiodic

limit k → ∞, the rational approximation to the attractor has a dense set of gaps, filled

by single-band intermittent chaotic attractors. As a result, an intermittent single-band

strange nonchaotic attractor, containing the ring-shaped unstable set, appears, as shown in

Fig. 3.18(c). In addition to the birth of strange nonchaotic attractors, such a band-merging

transition induces the truncation of the torus-doubling sequence.

3.3 Boundary Crises in Quasiperiodically Forced Sys-

tems

We investigate the mechanism for boundary crises in the quasiperiodically logistic map [70].

For small quasiperiodic forcing ε, a chaotic attractor disappears suddenly via a “standard”

boundary crisis when it collides with the smooth unstable torus. However, when passing a

threshold value of ε, a basin boundary metamorphosis occurs, and then the smooth unstable

torus is no longer accessible from the interior of the basin of the attractor. For this case,

using the rational approximations to the quasiperiodic forcing, it is shown that a nonchaotic

attractor (smooth torus or strange nonchaotic attractor) as well as a chaotic attractor is
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destroyed abruptly through a new type of boundary crisis when it collides with an invariant

“ring-shaped” unstable set which has no counterpart in the unforced case. The universality

for the boundary crises is also confirmed in the quasiperiodically forced Hénon map [71].

3.3.1 Boundary Crises in the Quasiperiodically Forced Logistic

Map

We study the mechanism for the boundary crisis in the quasiperiodically forced logistic map

M , often used as a representative model for the quasiperiodically forced period-doubling

systems:

M :





xn+1 = a− x2
n + ε cos 2πθn,

θn+1 = θn + ω (mod 1),
(3.14)

where x ∈ [0, 1], θ ∈ S1, a is the nonlinearity parameter of the logistic map, and ω and

ε represent the frequency and amplitude of the quasiperiodic forcing, respectively. This

quasiperiodically forced logistic map M is noninvertible, because its Jacobian determinant

becomes zero along the critical curve, L0 = {x = 0, θ ∈ [0, 1)}. Critical curves of rank k, Lk

(k = 1, 2, . . .), are then given by the images of L0, [i.e., Lk = Mk(L0)]. Segments of these

critical curves can be used to define a bounded trapping region of the phase space, called an

“absorbing area,” inside which, upon entering, trajectories are henceforth confined [82].

Here, we set the frequency to be the reciprocal of the golden mean, ω = (
√

5 − 1)/2,

and then investigate the boundary crisis using the rational approximations. For the inverse

golden mean, its rational approximants are given by the ratios of the Fibonacci numbers,

ωk = Fk−1/Fk, where the sequence of {Fk} satisfies Fk+1 = Fk+Fk−1 with F0 = 0 and F1 = 1.

Instead of the quasiperiodically forced system, we study an infinite sequence of periodically

forced systems with rational driving frequencies ωk. We suppose that the properties of the

original system M may be obtained by taking the quasiperiodic limit k →∞.

Figure 3.19 shows a phase diagram in the a − ε plane. Each phase is characterized by

both the Lyapunov exponent σx in the x-direction and the phase sensitivity exponent δ. The

exponent δ measures the sensitivity with respect to the phase of the quasiperiodic forcing

and characterizes the strangeness of an attractor in a quasiperiodically driven system [53]. A

smooth torus has a negative Lyapunov exponent and no phase sensitivity (δ = 0). Its region
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Figure 3.19: (a) Phase Diagram in the a − ε plane. Regular, chaotic, strange nonchaotic

attractor, and divergence regimes are shown in light gray, black, gray, and white, respectively.

For the case of regular attractor, a torus and a doubled torus exist in the regions denoted

by T and 2T , respectively. We note the existence of a “tongue” of quasiperiodic motion

near the terminal point (marked with the cross) of the torus doubling bifurcation curve

represented by the solid line. In this tongue, typical dynamical transitions such as the

intermittency, interior crisis (occurring when passing the dashed line) and boundary crisis

may occur through interaction with the ring-shaped unstable set born when passing the

dash-dotted line. When passing the dotted line, a basin boundary metamorphosis occurs,

and then the smooth unstable torus becomes inaccessible from the basin of the attractor. (b)

boundary crises leading to divergence. A sudden destruction of a chaotic attractor (strange

nonchaotic attractor) occurs via a “standard” boundary crisis along the route A (B) when

it collides with the smooth unstable torus. On the other hand, through collision with a

ring-shaped unstable set, a new type of boundary crises, which cause the abrupt destruction

of the smooth torus, strange nonchaotic attractor, and chaotic attractors, occur along the

routes C, D, and E, respectively. Hence, the boundary crisis curve is not differentiable at

the two double-crisis vertices, denoted by the plus. A small box near the upper double-crisis

vertex is magnified. For other details, see the text.
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is denoted by T and shown in light gray. When crossing the solid line, the smooth torus

becomes unstable and bifurcates to a smooth doubled torus in the region denoted by 2T . On

the other hand, chaotic attractors have positive Lyapunov exponents and its region is shown

in black. Between these regular and chaotic regions, strange nonchaotic attractors that have

negative Lyapunov exponents and high phase sensitivity (δ > 0) exist in the region shown

in gray. Due to their high phase sensitivity, these strange nonchaotic attractors have fractal

structure. This phase diagram is typical for quasiperiodically forced period-doubling systems

[60, 61, 62, 63, 64, 66]. Note that its main interesting feature is the existence of the “tongue”

of quasiperiodic motion that penetrates into the chaotic region and separates it into upper

and lower parts. We also note that this tongue lies near the terminal point (denoted by the

cross) of the torus doubling bifurcation curve. In this tongue, rich dynamical transitions

such as intermittency, interior crisis, and boundary crisis occur. Here, we are interested in

the boundary crisis inducing divergence that occurs in the region shown in white.

We first consider a boundary crisis occurring along the route A (ε = 0.5a − 0.28) in

Fig. 3.19(b). A chaotic attractor, bounded by the critical curves Lk (k = 1, . . . , 4), is given

in Fig. 3.20(a) for a = 1.19 and ε = 0.315, and its basin is shown in gray. As the parameters

a and ε increase, the chaotic attractor and a smooth unstable torus (denoted by a dashed

line) on the basin boundary become closer [see Fig. 3.20(b)]. Eventually, when passing the

threshold value (a, ε) = (1.298 618, 0.369 309), a sudden destruction of the chaotic attractor

occurs through a collision with the smooth unstable torus which is developed from the

unstable fixed point of the (unforced) logistic map. This boundary crisis corresponds to a

natural generalization of the boundary crisis occurring for the unforced case (ε = 0). Hence,

we call it the “standard” boundary crisis.

As a and ε are increased, the standard boundary crisis line continues smoothly. However,

at a lower vertex (a∗l , ε
∗
l ) ' (1.227, 0.404) [denoted by a plus (+) in Fig. 3.19(b)], the standard

boundary crisis line ends and a new kind of boundary crisis curve begins by making a sharp

turning. Hence, the boundary crisis curve loses its differentiability at the vertex. For this

case, the standard boundary crisis line is continued smoothly beyond the vertex as a curve

of a basin metamorphosis line denoted by a dotted line, and the new boundary crisis curve

joins smoothly with an interior crisis curve denoted by a dashed line at the vertex [see

Fig. 3.19(b)]. When passing the basin boundary metamorphosis line, the basin boundary
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Figure 3.20: (a) and (b) Standard boundary crisis of a chaotic attractor. Chaotic attractors

bounded by the critical curves Lk (k = 1, . . . , 4) and their basins of attraction are denoted

by black dots and shown in gray, respectively for (a) a = 1.19 and ε = 0.315 and (b)

a = 1.265 and ε = 0.3525. Here the dashed line represents a smooth unstable torus on the

basin boundary. (c) and (d) Basin boundary metamorphosis. (c) A smooth torus (denoted

by a heavy black curve) exists inside the absorbing area bounded by the critical curves Lk

(k = 1, . . . , 4) for a = 1.05 and ε = 0.355. (d) “Holes” (denoted by white dots), leading

to divergence, appear inside the basin (shown in gray) of the smooth torus (denoted by a

heavy black curve) for a = 1.187 and ε = 0.4235 after breakup of the absorbing area. (e)

and (f) Appearance of a ring-shaped unstable set in the rational approximation of level 7. A

smooth torus (denoted by a heavy black curve) and a ring-shaped unstable set exist inside

the absorbing area bounded by the critical curves Lk (k = 1, . . . , 4) for (e) a = 0.989 and

ε = 0.3245 and (f) a = 0.993 and ε = 0.3265. A ring-shaped unstable set is composed of F7

(= 13) small rings. Magnified views of a ring are given in the insets. Note that each ring

consists of the unstable part (composed of unstable orbits with the forcing period F7 and

shown in dark gray) and the attracting part (denoted by black dots). For more details, see

the text. 167



suddenly jumps in size [78], and as the interior crisis curve is crossed, abrupt widening of

an attractor occurs [64]. Note that these double (boundary and interior) crises plus a basin

boundary metamorphosis occur simultaneously at the vertex [98].

Below the basin boundary metamorphosis line in the tongue, a smooth torus (denoted by

a heavy black curve) exists inside an absorbing area bounded by the critical curves Lk (k =

1, . . . , 4) [e.g., see Fig. 3.20(c) for a = 1.05 and ε = 0.355]. However, as the basin boundary

metamorphosis line is crossed, the absorbing area becomes broken up through collision with

the smooth unstable torus (denoted by the dashed line), and then “holes (denoted by white

dots),” leading to divergence, appear inside the basin of the smooth attracting torus [see

Fig. 3.20(d)] [78]. As a consequence of this basin boundary metamorphosis, the smooth

unstable torus becomes inaccessible from the interior of basin of the smooth attracting

torus, and hence it cannot induce any boundary crisis. For this case, using the rational

approximations to the quasiperiodic forcing, we locate an invariant ring-shaped unstable set

that causes a new type of boundary crisis through a collision with the smooth (attracting)

torus. When passing the dash-dotted line in Fig. 3.19(a), such a ring-shaped unstable set is

born via a phase-dependent saddle-node bifurcation [66]. This bifurcation has no counterpart

in the unforced case. As an example, we consider the rational approximation of level k = 7

and explain the structure of the ring-shaped unstable set. As shown in Fig. 3.20(e) for

a = 0.989 and ε = 0.3245, the rational approximation to the smooth torus (denoted by a

heavy black line), composed of stable orbits with period F7 (= 13), exists inside an absorbing

area bounded by segments of the critical curves Lk (k = 1, . . . , 4). We also note that a ring-

shaped unstable set, consisting of F7 small rings, lies inside the absorbing area. At first,

each ring consists of the stable (shown in black) and unstable (shown in dark gray) orbits

with the forcing period F7 [see the inset in Fig. 3.20(e)]. However, as the parameters a and

ε increase, such rings evolve, and thus each ring becomes composed of a large unstable part

(shown in dark gray) and a small attracting part (denoted by black dots) [see the inset in

Fig. 3.20(f)]. As the level k of the rational approximation increases, the ring-shaped unstable

set consists of a larger number of rings with a smaller attracting part. Hence, we believe

that, in the quasiperiodic limit, the ring-shaped unstable set might become a complicated

invariant unstable set composed of only unstable orbits. Through a collision with this ring-

shaped unstable set which has no counterpart in the unforced case, a new type of boundary
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crisis occurs, as will be seen below.

With further increase in a and ε, both the new boundary crisis curve and the basin

boundary metamorphosis line end simultaneously at the upper double-crisis vertex (denoted

by a plus) (a∗u, ε
∗
u) ' (1.154, 0.437) in Fig. 3.19(b). Then, the standard boundary crisis

line, which joins smoothly with the basin boundary metamorphosis line at the upper vertex,

starts again by making an angle. Along the routes A and B beyond the upper vertex,

standard boundary crises of the chaotic attractor and strange nonchaotic attractor occur,

respectively. On the other hand, the new boundary crisis curve turns smoothly into a curve

of intermittency at the upper vertex. When passing the intermittency line, a transition from

a smooth torus to an intermittent strange nonchaotic attractor occurs through collision with

a ring-shaped unstable set [66]. As in the case of interior crisis, the size of the attractor

abruptly increases. Hereafter, we will study new type of boundary crises which occur along

the routes C, D, and E crossing the segment bounded by the lower and upper double-

crisis vertices [see Fig. 3.19(b)]. A nonchaotic attractor [smooth torus (route C) or strange

nonchaotic attractor (route D)] as well as a chaotic attractor (route E) is found to be abruptly

destroyed through a new boundary crisis when it collides with a ring-shaped unstable set.

We now fix the value of a at a = 1.18 and investigate the boundary crisis of a smooth

torus by varying ε along the route C. Figure 3.21(a) shows a smooth torus (denoted by

black curve) whose basin is shown in gray for ε = 0.43. Due to the existence of holes

(shown in white), leading to divergence, the smooth unstable torus (denoted by the dashed

line) is not accessible from the interior of the basin of the smooth attracting torus. As the

parameter ε increases, the smooth torus and holes become closer, as shown in Fig. 3.21(b) for

ε = 0.445. Eventually, the smooth (attracting) torus is abruptly destructed via a boundary

crisis when it collides with the hole boundary for ε = ε∗(= 0.445 567 905). Using the rational

approximation of level k = 7, we investigate the mechanism for the boundary crisis of

the smooth torus. Figure 3.21(c) shows the smooth torus (denoted by a black line), the

ring-shaped unstable set (represented by dark gray curves), and holes (shown in white) for

ε = 0.427. The rational approximations to the smooth torus and the ring-shaped unstable

set are composed of stable and unstable orbits with period F7 (= 13), respectively. For this

case, the ring-shaped unstable set is close to the smooth torus. However, it does not lie on

any hole boundary [e.g., see a magnified view in Fig. 3.21(d)]. As the parameter ε increases,
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Figure 3.21: (a) and (b) boundary crisis of a smooth torus along the route C for a = 1.18.

(a) Smooth torus (denoted by a black curve) and its basin (shown in gray) for ε = 0.43. The

unstable smooth torus (denoted by a dashed line) is not accessible from the interior of the

basin of the stable smooth torus because of the existence of holes (denoted by white dots).

(b) Smooth torus and holes just before the boundary crisis for ε = 0.445. (c)-(h) Analysis of

the mechanism for the boundary crisisof the smooth torus in the rational approximation of

level 7 for a = 1.18. Magnified views near (θ, x) = (0.277,−0.2) in (c), (e), and (g) are given

in (d), (f), and (h), respectively. Here, the smooth torus whose basin is shown in gray, a ring-

shaped unstable set, and holes are shown in black, dark gray, and white dots, respectively.

In (c) and (d) for ε = 0.427, a ring-shaped unstable set lies close to the smooth torus. In

(e) and (f) for ε = 0.43, some part of the ring-shaped unstable set lies on a hole boundary

[e.g., see a magnified view in (f)]. For ε = ε∗7 (= 0.430 854 479), a boundary crisis occurs via

phase-dependent saddle-node bifurcations between the smooth torus and the ring-shaped

unstable set on the hole boundary. Then, F7 (= 13) “gaps,” where divergence occurs, are

formed, as shown in (g) for ε = 0.4309, [e.g., see a magnified gap in (h)].
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the size of holes increases and new holes appear. Then, some part of the ring-shaped unstable

set lies on a hole boundary, as shown in Figs. 3.21(e) and 3.21(f). With further increases in ε,

the smooth torus and the ring-shaped unstable set on the hole boundary become closer, and

eventually, for ε = ε∗7 (= 0.430 854 479) a phase-dependent saddle-node bifurcation occurs

through a collision between the smooth torus and the ring-shaped unstable set. Then, “gaps,”

where the former attractor (i.e., the stable F7-periodic orbits) no longer exists and almost

all trajectories go to the infinity, are formed, as shown in Fig. 3.21(g) [e.g., see a magnified

gap in Fig. 3.21(h)]. As a result, a “partially-destroyed” torus with F7 (= 13) gaps, where

divergence occurs, is left. By increasing the level of the rational approximation to k = 19, we

study the boundary crisis of the smooth torus. It is thus found that the threshold value ε∗k, at

which the phase-dependent saddle-node bifurcation of level k (inducing the phase-dependent

boundary crises in the gaps) occurs, converges to the quasiperiodic limit ε∗ (= 0.445 567 905)

in an algebraic manner, |∆εk| ∼ F−α
k , where ∆εk = ε∗k − ε∗ and α ' 2.01. As the level k

of the rational approximation increases, the number of gaps, where divergence takes place,

becomes larger, and eventually in the quasiperiodic limit, a boundary crisis occurs in a dense

set of gaps covering the whole θ-range. Consequently, the whole smooth torus disappears

suddenly via a new type of boundary crisis when it collides with the ring-shaped unstable

set.

When crossing the remaining part of the new boundary crisis curve along the routes D

and E in Fig. 2.30(b), a strange nonchaotic attractor and a chaotic attractor are destructed

abruptly through a collision with a ring-shaped unstable set, respectively. For a fixed value

of ε = 0.43, a smooth torus is transformed into a strange nonchaotic attractor via gradual

fractalization [58] when passing a threshold value of a = 1.231 592. Figure 3.22(a) shows

a strange nonchaotic attractor (denoted by black dots) with σx = −0.038 and δ = 1.077

for a = 1.2327. Due to the existence of holes (shown in white), the smooth unstable torus

(represented by a dashed line) is inaccessible from the interior of the basin of the strange

nonchaotic attractor. As a passes another threshold value a∗ (= 1.232 722 002), the strange

nonchaotic attractor is destroyed abruptly via a boundary crisis when it collides with a

hole boundary. As in the case of the strange nonchaotic attractor, boundary crisis of a

chaotic attractor also occurs along the route E through a collision with a hole boundary.

For example, at a fixed value of ε = 0.405, consider a chaotic attractor with σx = 0.006
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Figure 3.22: (a) a strange nonchaotic attractor with σx = −0.038 and δ = 1.077 and

(b) a chaotic attractor σx = 0.006 are denoted by black dots for (a, ε) = (1.2327, 0.43)

and (1.227, 0.405), respectively. These attractors whose basins are shown in gray lie close

to holes (represented by white dots), leading to divergence. (c)-(f) Investigation of the

mechanism for the boundary crisis of the strange nonchaotic attractor along the route D

in the rational approximation of level k = 7 for ε = 0.43. The rational approximations to

the strange nonchaotic attractor and the ring-shaped unstable set are denoted by black and

dark gray dots, respectively, in (c) for a = 1.207 and ε = 0.43. Some part of the ring-shaped

unstable set lies on a hole boundary (shown in white) [e.g., see a magnified view in (d)]. For

a = a∗7 (= 1.208 945 689), a boundary crisis occurs through a collision between the chaotic

component of the rational approximation to the strange nonchaotic attractor and the ring-

shaped unstable set on the hole boundary. Then, F7 (= 13) “gaps,” where divergence takes

place, are formed as shown in (e) for a = 1.21, [e.g., see a magnified gap in (f)].
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shown in Fig. 3.22(b) for a = 1.227. Sudden destruction of the chaotic attractor takes

place when passing a threshold value of a = 1.227 030 014. For this case, the mechanism

for the boundary crisis of the chaotic attractor is the same as that for the case of the

strange nonchaotic attractor. Hence, it is sufficient to consider only the case of the strange

nonchaotic attractor for presentation of the mechanism for the boundary crisis. Using the

rational approximation of level k = 7, we investigate the mechanism for the boundary crisis

of the strange nonchaotic attractor along the route D for ε = 0.43. Figures 3.22(c) and 3.22

(d) show the rational approximations to the strange nonchaotic attractor (denoted by black

dots) and the ring-shaped unstable set (shown in dark gray). Unlike the case of the smooth

torus, the rational approximation to the strange nonchaotic attractor consists of the periodic

and chaotic components. Since the periodic component is dominant, the average Lyapunov

exponent (〈σx〉 = −0.109) is negative, where 〈· · ·〉 denotes the average over the whole θ. Note

that some of the ring-shaped unstable set lies on a hole boundary (shown in white) [e.g., see

a magnified view in Fig. 3.22(d)]. As a is increased, the chaotic component of the rational

approximation to the strange nonchaotic attractor and the ring-shaped unstable set on the

hole boundary become closer. Eventually, for a = a∗7 (= 1.208 945 689), they make a collision

and then a phase-dependent boundary crisis occurs. Thus, F7 (= 13) gaps, where divergence

occurs, are formed in the whole range of θ, as shown in Fig. 3.22(e) for a = 1.21 [e.g.,

see a magnified gap in Fig. 3.22(f)]. As a result, the strange nonchaotic attractor becomes

destroyed partially in gaps. By increasing the level of the rational approximation to k = 19,

we study the boundary crisis of the strange nonchaotic attractor. It is thus found that the

threshold value a∗k, at which the phase-dependent boundary crisis of level k occurs, converges

to the quasiperiodic limit a∗ (= 1.232 722 002) in an algebraic manner, |∆ak| ∼ F−α
k , where

∆ak = a∗k − a∗ and α ' 2.67. As the level k of the rational approximation increases, more

and more gaps, where divergence takes place, appear, and eventually in the quasiperiodic

limit, a boundary crisis occurs in a dense set of gaps covering the whole θ-range. Hence, the

whole strange nonchaotic attractor is destroyed abruptly through a new type of boundary

crisis when it collides with the ring-shaped unstable set.
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3.3.2 Universality for the Boundary Crises

We investigate the dynamical origin for the new boundary crisis in the quasiperiodically

forced Hénon map M , often used as a representative model for the Poincaré map of quasiperi-

odically forced oscillators:

M :





xn+1 = a− x2
n + yn + ε cos 2πθn,

yn+1 = bxn,

θn+1 = θn + ω (mod 1),

(3.15)

where a is the nonlinearity parameter of the unforced Hénon map, and ω and ε represent the

frequency and amplitude of the quasiperiodic forcing, respectively. This quasiperiodically

forced Hénon map M is invertible because it has a nonzero constant Jacobian determinant

−b whose magnitude is less than unity (i.e., b 6= 0 and −1 < b < 1 ). Here we fix the value

of the dissipation parameter b at b = 0.05.

We set the frequency ω to be the reciprocal of the golden mean, ω = (
√

5− 1)/2. Then,

using the rational approximation to this quasiperiodic forcing, we investigate the mechanism

for the boundary crisis. For the inverse golden mean, its rational approximants are given

by the ratios of the Fibonacci numbers, ωk = Fk−1/Fk, where the sequence of {Fk} satisfies

Fk+1 = Fk + Fk−1 with F0 = 0 and F1 = 1. Instead of the quasiperiodically forced system,

we study an infinite sequence of periodically forced systems with rational driving frequencies

ωk. We assume that the properties of the original system M may be obtained by taking the

quasiperiodic limit k →∞.

Figure 3.23 shows a phase diagram in the a − ε plane. Each phase is characterized by

the (nontrivial) Lyapunov exponents, σ1 and σ2 (≤ σ1), associated with the dynamics of

the variables x and y (besides the zero exponent connected to the phase variable θ of the

quasiperiodic forcing), as well as the phase sensitivity exponent δ. The exponent δ measures

the sensitivity with respect to the phase of the quasiperiodic forcing and characterizes the

strangeness of an attractor [53]. A smooth torus has negative Lyapunov exponents (σ1,2 < 0)

and has no phase sensitivity (i.e., δ = 0). Its region is denoted by T and is shown in light

gray. On the other hand, a chaotic attractor has a positive Lyapunov exponent σ1 > 0, and

its region is shown in black. Between these regular and chaotic regions, strange nonchaotic

attractors that have negative Lyapunov exponents (σ1,2 < 0) and positive phase sensitivity
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Figure 3.23: Phase diagram in the a− ε plane for the case of b = 0.05 and ω = (
√

5− 1)/2.

Regular, chaotic, strange nonchaotic attractor, and divergence regions are shown in light

gray, black, dark gray, and gray, respectively. A nonchaotic attractor [smooth torus (route

A) or strange nonchaotic attractor (route B)], as well as a chaotic attractor (route C), is

suddenly destroyed when passing the white solid curve. For other details, see the text.

exponents (δ > 0) exist in the regions shown in dark gray. Due to their high phase sensitivity,

strange nonchaotic attractors are observed to have a strange fractal structure.

The attractors (smooth torus, strange nonchaotic attractor, and chaotic attractor) are

abruptly destroyed via a boundary crisis inducing divergence (which occurs in the region

shown in gray) when crossing the white solid curve in Fig. 3.23. We note that the boundary

crisis curve loses its differentiability at the two vertices denoted by the crosses. A new type

of boundary crisis occurs along the routes A, B, and C crossing the segment bounded by

the two vertices. The new boundary crisis is in contrast to the standard boundary crisis

which takes place for a chaotic attractor via a collision with the smooth unstable torus,

which is developed from the unstable fixed point for the unforced case, on the remaining

part of the boundary crisis curve. For the case of new boundary crisis, the smooth unstable

torus becomes inaccessible from the interior of the basin of the attractor; hence, it cannot

175



induce any boundary crisis. Through a collision with a new kind of ring-shaped unstable

set, a nonchaotic attractor [smooth torus (route A) or strange nonchaotic attractor (route

B)], as well as a chaotic attractor (route C), is suddenly destroyed. Using the rational ap-

proximation, such a ring-shaped unstable set, which has no counterpart in the unforced case,

was first discovered in our previous study on the intermittent route to strange nonchaotic

attractors [66, 67]. It appears via a phase-dependent saddle-node bifurcation. As the system

parameters vary, both the sizes and the shapes of the rings constituting the unstable set are

changed. Furthermore, as the level of the rational approximation increases, the ring-shaped

unstable set consists of a large number of rings; hence, it becomes a complicated unstable

set. (For details on the structure and the evolution of the ring-shaped unstable set, refer to

Fig. 2 of Ref. [66].)

We fix the value of a at a = 1.09 and investigate the boundary crisis of a smooth torus

by varying ε along the route A. Figure 3.24(a) shows a smooth torus (denoted by a black

curve) whose basin is shown in gray for ε = 0.435. We note that holes (shown in white),

leading to divergence, exist inside the basin of the smooth attracting torus. Hence, the

smooth unstable torus (denoted by the dashed line) is not accessible from the interior of the

basin of the smooth attracting torus; hence, it cannot induce any boundary crisis. As the

parameter ε increases, the smooth torus and holes become closer, as shown in Fig. 3.24(b)

for ε = 0.44. Eventually, the smooth (attracting) torus is abruptly destroyed via a boundary

crisis when it collides with the hole boundary for ε = ε∗(= 0.457 113 401). Using the rational

approximation of level k = 7, we explain the mechanism for the boundary crisis of the

smooth torus. Figure 3.24(c) shows the smooth torus (denoted by a black line), the ring-

shaped unstable set (represented by dark gray dots), and holes (shown in white) for ε =

0.434. The rational approximations to the smooth torus and the ring-shaped unstable set

are composed of stable and unstable orbits, respectively, with period F7 (= 13). For this

case, the ring-shaped unstable set is close to the smooth torus. However, it does not lie

on any hole boundary [e.g., see a magnified view in Fig. 3.24(d)]. As the parameter ε

increases, the size of the holes increases, and new holes appear. Then, some part of the

ring-shaped unstable set lies on a hole boundary. With further increases in ε, the smooth

torus and the ring-shaped unstable set on the hole boundary become closer, and eventually,

for ε = ε∗7 (= 0.441 629 146), a phase-dependent saddle-node bifurcation occurs through a
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Figure 3.24: In (a)-(f), projections of the attractor, the ring-shaped unstable set, and the

smooth unstable torus onto the θ−x plane and the 2D slice with y = 0 of the basin are given.

(a) and (b) boundary crisis of a smooth torus along the route A for a = 1.09. (a) Smooth

torus (denoted by a black line) and its basin (shown in gray) for ε = 0.435. The unstable

smooth torus (denoted by a dashed line) is not accessible from the interior of the basin of

the smooth attracting torus because of the existence of holes (denoted by white dots). (b)

Smooth torus and holes just before the boundary crisis for ε = 0.44. (c)-(f) Analysis of the

mechanism for the boundary crisis of the smooth torus in the rational approximation of level

7 for a = 1.09. Magnified views near (θ, x) = (0.118, 0.6) in (c) and (e) are given in (d)

and (f), respectively. Here, the smooth torus whose basin is shown in gray, a ring-shaped

unstable set, and holes are denoted by black, dark gray, and white dots, respectively. In (c)

and (d) for ε = 0.434, a ring-shaped unstable set lies close to the smooth torus. For ε = ε∗7

(= 0.441 629 146), a boundary crisis occurs via phase-dependent saddle-node bifurcations

between the smooth torus and the ring-shaped unstable set on the hole boundary. Then, F7

(= 13) “gaps,” where divergence occurs, are formed, as shown in (e) for ε = 0.442, [e.g., see

a magnified gap in (f)].
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Figure 3.25: Plot of log10 |∆ε∗k| vs. log10 Fk for k = 12, . . . , 18 [∆ε∗k = ε∗k − ε∗]. Here, ε∗k

(denoted by solid circles) represents the threshold value for the saddle-node bifurcation in

the rational approximation of level k, and ε∗ denotes the quasiperiodic limit.

collision between the smooth torus and the ring-shaped unstable set. Then, “gaps,” where

the former attractor (i.e., the stable F7-periodic orbits) no longer exists and almost all

trajectories go to the infinity, are formed, as shown in Fig. 3.24(e) for ε = 0.442 [e.g., see

a magnified gap in Fig. 3.24(f)]. As a result, a “partially-destroyed” torus with F7 (= 13)

gaps, where divergence occurs, is left. By increasing the level of the rational approximation

to k = 18, we study the boundary crisis of the smooth torus, and the threshold value ε∗k, at

which the phase-dependent saddle-node bifurcation of level k occurs, is found to converge

to the quasiperiodic limit ε∗ (= 0.457 113 401) in an algebraic manner: |∆εk| ∼ F−α
k , where

∆εk = ε∗k − ε∗ and α ' 2.01, as shown in Fig. 3.25. With an increase in the level k of the

rational approximation, the number of gaps where divergences take place becomes larger, and

eventually in the quasiperiodic limit, a boundary crisis occurs in a dense set of gaps covering

the whole θ-range. Consequently, the whole smooth torus disappears suddenly via a new

type of boundary crisis when it collides with the ring-shaped unstable set. In a similar way,

a strange nonchaotic attractor and a chaotic attractor are also destroyed suddenly through

a collision with a ring-shaped unstable set when passing the boundary crisis curve along the

routes B and C, respectively.
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Chapter 4

Conclusion

Recently, much attention has been paid to the study of the synchronization in coupled

chaotic systems because of its potential applications. The quasiperiodically forced systems

have also attracted much attention due to typical appearance of strange nonchaotic attractors

as intermediate states between order and chaos. In this thesis, we have studied both the

chaos synchronization and the dynamical transitions in quasiperiodically forced systems.

For the case of chaos synchronization, the loss of chaos synchronization has been inves-

tigated by varying a coupling parameter in two coupled chaotic systems. The transverse

stability of the synchronized chaotic attractor is intimately connected with transverse bifur-

cations of periodic saddles embedded in the synchronized chaotic attractor. If all periodic

saddles are transversely stable, the synchronized chaotic attractor becomes strongly stable

because there are no burstings from the invariant synchronization subspace. However, as

the coupling parameter passes a threshold value, a transition from strong to weak synchro-

nization has been found to occur in asymmetrically coupled chaotic systems when a periodic

saddle first loses its transverse stability via a transcritical bifurcation. We note that this

bifurcation mechanism is different from that in symmetrically coupled chaotic systems. As

a result of the first transcritical bifurcation, the basin of attraction becomes globally rid-

dled with a dense set of holes belonging to the basin of another attractor [11, 12]. This

riddled basin is a fat fractal with a positive measure. The measure of the basin riddling

and the fine scaled riddling of the fat fractal have been characterized in terms of the diver-

gence and uncertainty exponents, respectively, and thus typical power-law scaling has been
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found. Furthermore, we have investigated how the asymmetry of coupling affects the bifur-

cation mechanism for the loss of synchronous chaos by varying the asymmetry parameter α

[13]. The bifurcation effects for small α are similar to those in the symmetric-coupling case

(α = 0). However, as α increases, they change qualitatively, and eventually become similar

to those in the unidirectionally coupled case (α = 1).

A weakly stable synchronized chaotic attractor becomes very sensitive with respect to the

variation of the parameter mismatching and the noise intensity [20], because of local trans-

verse repulsion of periodic repellers embedded in the synchronized chaotic attractor. We

have first introduced a new quantifier, called the parameter sensitivity exponent, to measure

the parameter sensitivity of the weakly stable synchronized chaotic attractor in two coupled

1D maps [19]. As the local transverse repulsion of the periodic repellers strengthens, the

value of the parameter sensitivity exponent increases. In terms of these parameter sensitivity

exponents, we have characterized the effect of the parameter mismatching on both the in-

termittent bursting and the basin riddling occurring in the regime of weak synchronization.

It has thus been found that the scaling exponent for the average time spending near the

diagonal for both the bubbling and riddling cases is given by the reciprocal of the parameter

sensitivity exponent. As in the parameter-mismatching case, we have introduced the noise

sensitivity exponent to measure the noise sensitivity of the synchronized chaotic attractor,

and characterized the effect of noise on weak synchronization [21]. For the case of bounded

noise, the values of the noise sensitivity exponent have been found to be the same as those

of the parameter sensitivity exponent. Consequently, both the parameter mismatch and the

noise have the same effect on the scaling behavior of the average characteristic time. Similar

results have also been obtained in two coupled multidimensional invertible systems such as

the coupled Hénon maps and coupled pendula [22].

As the coupling parameter is further changed and passes another threshold value, the

synchronized chaotic attractor loses its transverse stability and then a complete desynchro-

nization occurs via a blowout bifurcation. We are interested in the type of asynchronous

attractors, exhibiting on-off intermittency, born via a supercritical blowout bifurcation. Here,

we consider two coupled 1D maps with a parameter α tuning the degree of asymmetry of

coupling, and have investigated the dynamical origin for the appearance of asynchronous hy-

perchaotic and chaotic attractors through blowout bifurcations. Depending on the value of
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α, asynchronous hyperchaos or chaos occurs. Through decomposition of a typical trajectory

on the asynchronous intermittent attractor into the laminar and bursting components, its

type may be determined via competition between the laminar and bursting components [38].

An asynchronous hyperchaotic (chaotic) attractor has been found to appear when its burst-

ing (laminar) component is dominant. These results have also been confirmed in coupled

multidimensional invertible systems.

Similar idea has been used to study the mechanism for the partial synchronization which

may occur in three or more coupled systems [47]. We consider three coupled 1D maps with

a parameter p tuning the symmetry of the coupling from the unidirectional coupling (p = 0)

to the symmetric coupling (p = 1/3), and have investigated the dynamical mechanism for

the occurrence of the partial synchronization by varying the parameter p. For this case,

a two-cluster state, exhibiting on-off intermittency, appears on an invariant subspace via

a supercritical blowout bifurcation of the synchronized chaotic attractor on the diagonal.

When the newly-born two cluster state is transversely stable, partial synchronization occurs

on the invariant plane. Such transverse stability of the intermittent two-cluster state has

also been found to be determined through competition between its laminar and bursting

components. When the transverse strength of the laminar component is larger than that

of the bursting component, the two-cluster state becomes transversely stable, and hence

partial synchronization takes place. Similar results have also been obtained in three coupled

multidimensional invertible systems.

As a second main topic, we have studied the dynamical transitions in quasiperiodically

forced systems driven at two incommensurate frequencies. In particular, we are interested

in the dynamical routes to strange nonchaotic attractors which exhibit properties of regular

as well as chaotic attractors.

Intermittent strange nonchaotic attractors appear typically in quasiperiodically forced

period-doubling systems. As a representative model we consider the quasiperiodically forced

logistic map. As a parameter passes a threshold value, a smooth torus transforms to an inter-

mittent strange nonchaotic attractor. Using the rational approximation to the quasiperiodic

forcing, we have investigated the mechanism for the intermittent route to strange nonchaotic

attractors [66]. It has thus been found that a transition to an intermittent strange nonchaotic

attractor occurs via a phase-dependent saddle-node bifurcation when a smooth torus collides
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with a new type of ring-shaped unstable set which has no counterpart in the unforced case.

The universality for this intermittent route to strange nonchaotic attractors has also been

confirmed in multidimensional invertible systems such as the quasiperiodically forced Hénon

map, ring map, and Toda Oscillator [67].

In the quasiperiodically forced logistic map, we have shown that the newly-found ring-

shaped unstable sets which have no counterparts in the unforced case play a central role

because they also induce other typical transitions such as band-merging, boundary, and in-

terior crises. A new type of band-merging transition has been found to occur for a nonchaotic

attractor (torus or strange nonchaotic attractor) as well as a chaotic attractor through col-

lision with the ring-shaped unstable set [68]. For the case of a smooth two-band torus,

an intermittent single-band strange nonchaotic attractor appears via the new band-merging

transition. This corresponds to a new mechanism for the birth of strange nonchaotic attrac-

tors. We note that such a band-merging transition is a direct cause for the truncation of

the torus-doubling sequence. This new type of band-merging route to strange nonchaotic

attractors is also observed in the multidimensional invertible systems [69]. Furthermore, in

the quasiperiodically forced logistic map a nonchaotic attractor (torus, strange nonchaotic

attractor) as well as a chaotic attractor has been found to disappear suddenly through a new

type of boundary crisis when it collides with a ring-shaped unstable set on the basin bound-

ary [70]. The mechanism for such a new kind of boundary crisis has also been confirmed in

the quasiperiodically forced Hénon map [71].

Finally, we discuss our future research associated with the results obtained in this thesis.

We consider an ensemble of globally coupled systems where each subsystem is coupled to

all others with equal strength. For the sufficiently strong coupling, a fully synchronized

state exists. However, as the coupling parameter is decreased, clustering states appear

[46, 99]. The dynamical routes to clusters and scaling will be investigated in an ensemble

of globally coupled period-doubling systems. Furthermore, we are interested in the onset

of coherence in an ensemble of globally coupled noisy period-doubling systems. As the

coupling parameter increases from zero and passes a threshold value, a transition from an

incoherent state with a zero mean field to a coherent state with a macroscopic mean field

occurs [100]. Scaling associated with onset of coherence will be particularly investigated.

Next, we study the dynamical behaviors of quasiperiodically forced neural systems. In
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addition to the regular and chaotic attractors, strange nonchaotic attractors may appear

typically in quasiperiodically forced systems. Hence, complex neural signals may be chaotic

or strange nonchaotic in the presence of quasiperiodic forcing. Mechanism for the occurrence

of strange nonchaotic firing (beating or bursting) will be investigated in the quasiperiodically

forced Hodgkin-Huxley [101], FitzHugh-Nagumo [102], Morris-Lecar [103], and Hindmarsh-

Rose models [104].
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[34] A. Čenys and H. Lustfeld, J. Phys. A 29, 11 (1996).

[35] D. Marthaler, D. Armbruster, Y.-C. Lai, and E. Kostelich, Phys. Rev. E 64, 016220

(2001).

[36] M. de Sousa Vieira, A. J. Lichtenberg, and M. A. Lieberman, Phys. Rev. A 46, R7359

(1992).

186



[37] T. Kapitaniak, Phys. Rev. E 47, R2975 (1993); T. Kapitaniak and L. O. Chua, Int. J.

Bifurcation Chaos Appl. Sci. Eng. 4, 477 (1994).

[38] S.-Y. Kim, W. Lim, E. Ott, and B. Hunt, Phys. Rev. E 68, 066203 (2003); W. Lim and

S.-Y. Kim, J. Korean Phys. Soc. 43, 202 (2003).

[39] S.-Y. Kim and K. Lee, Phys. Rev. E 54, 1237 (1996); S.-Y. Kim and W. Lim, ibid. 63,

036223 (2001).

[40] K. Pyragas, Phys. Rev. E 54, R4508 (1996).

[41] M. S. Vieira and A. J. Lichtenberg, Phys. Rev. E 56, R3741 (1997).

[42] M. Hasler, Yu. Maistrenko, and O. Popovych, Phys. Rev. E 58, 6843 (1998); Yu

Maistrenko, O. Popovych, and M. Hasler, Int. J. Bifurcation Chaos Appl. Sci. Eng. 10,

179 (2000); A. V. Taborov, Yu. Maistrenko, and E. Mosekilde, Int. J. Bifurcation Chaos

Appl. Sci. Eng. 10, 1051 (2000); S. Yanchuk, Yu. Maistrenko, and E. Mosekilde, Chaos

13, 388 (2003).

[43] M. Inoue, T. Kawazoe, Y. Nishi, and M. Nagadome, Phys. Lett. A 249, 69 (1998).

[44] Y. Zing, G. Hu, H. A. Cerdera, S. Chen, T. Braun, and Y. Yao, Phys. Rev. E 63, 026211

(2001).

[45] N. Tsukamoto, S. Miyazaki, and H. Fujisaka, Phys. Rev. E 67, 016212 (2003).

[46] K. Kaneko, Phys. Rev. Lett. 63, 219 (1989); Physica D 41, 137 (1990).

[47] W. Lim and S.-Y. Kim, Phys. Rev. E 71, 035221 (2005); J. Korean Phys. Soc. 46, 638

(2005).

[48] A. Prasad, S. S. Negi and R. Ramaswamy, Int. J. Bif. Chaos 11, 291 (2001).

[49] C. Grebogi, E. Ott, S. Pelikan, and J. A. Yorke, Physica D 13, 261 (1984).

[50] F. J. Romeiras and E. Ott, Phys. Rev. A 35, 4404 (1987); M. Ding, C. Grebogi, and E.

Ott, Phys. Rev. A 39, 2593 (1989).

[51] T. Kapitaniak, E. Ponce, and T. Wojewoda, J. Phys. A 23, L383 (1990).

187



[52] J. F. Heagy and S. M. Hammel, Physica D 70, 140 (1994)

[53] A. S. Pikovsky and U. Feudel, Chaos 5, 253 (1995).

[54] U. Feudel, J. Kurths, A. S. Pikovsky, Physica D 88, 176 (1995); U. Feudel, C. Grebogi,

and E. Ott, Phys. Rep. 290, 11 (1997).

[55] O. Sosnovtseva, U. Feudel, J. Kurths, and A. Pikovsky, Phys. Lett. A 218, 255 (1996).

[56] S. P. Kuznetsov, A. S. Pikovsky, and U. Feudel, Phys. Rev. E 51, R1629 (1995); S.

Kuznetsov, U. Feudel, and A. Pikovsky, Phys. Rev. E 57, 1585 (1998); S. Kuznetsov, E.

Neumann, A. Pikovsky, and I. Sataev, Phys. Rev. E 62, 1995 (2000). S. P. Kuznetsov,

Phys. Rev. E 65, 066209 (2002).

[57] P. R. Chastell, P. A. Glendinning, and J. Stark, Phys. Lett. A 200, 17 (1995); H.

Osinga, J. Wiersig, P. Glendinning, and U. Feudel, Int. J. Bif. Chaos 11, 3085 (2001); B.

R. Hunt and E. Ott, Phys. Rev. Lett. 87, 254101 (2001).

[58] T. Nishikawa and K. Kaneko, Phys. Rev. E 54, 6114 (1996); S. Datta, R. Ramaswamy,

and A. Prasad, Phys. Rev. E 70, 046203 (2004).
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���½+Ë �D¥�7H>�ü< ï�rÅÒl� ½̈1lx>�_� 1lx%i��<Æ&h� ��1lx: 1lxl��oü<

s��©�ô�Ç q��D¥�7H =åJ>h

�í2�¤

���½+Ë�D¥�7H>�\�"f1lxl��o(synchronization)��Hq�x9�:�x���õ�°ú �Érz�́]j&h����6£x6 xM:ë�H\�þj

��H\�d���̧e��>����½̈÷&��HÅÒ]js���.Õªo��¦,s��©�ô�Çq��D¥�7H=åJ>h(strange nonchaotic attrac-

tor)_� �>rF� M:ë�H\� ï�rÅÒl� ½̈1lx>� ���½̈\��̧ ú́§�Ér �'ad��s� |9�×�æ÷&#Q t��¦ e����. �:r �7Hë�H\�

"f��H s��Qô�Ç �D¥�7H 1lxl��oü< s��©�ô�Ç q��D¥�7H =åJ>h�� Ø�¦�&³���H 1lx%i��<Æ&h� ���s�\� @/K�"f /BN

ÂÒ��¦�� ô�Ç��.

'Í	 ���P:�Ð, �D¥�7H>� ¿º >h�� q�@/g�AÜ¼�Ð ���½+Ë�)a >�\�"f 1lxl��o\�¦ {9�#Q����H õ�&ñ
\� �'ad��

s� e����. ���½+Ë ë�B6£§���Ãº\�¦ ��7
�����"f, 1lxl��o ÂÒì�r/BNçß�\� ���Ðt�ØÔ��H [O�1lx\� @/ô�Ç 1lxl�

�o�)a �D¥�7H =åJ>h_� îß�&ñ
$í
�̀¦ �ÃÐ½̈ô�Ç��. 1lxl��o�)a �D¥�7H =åJ>h\� ¶ns)� e����H �̧��H ÅÒl� ú́�îß��©�

&h�(periodic saddles)[þts� ���Ð îß�&ñ
����, 1lxl��o ÂÒì�r/BNçß�Ü¼�ÐÂÒ'� #Q�"� ��\P�(bursting)�̧

\O���H �¦|9�_� “y©�ô�Ç 1lxl��o”�� Òqtl�>� �)a��. ���½+Ë ë�B6£§���Ãº�� �������"f ë�H)3�°úכ(threshold

value)�̀¦t���>�÷&���,#Q�"� ú́�îß��©��¦&ñ
&h�(fixed point)s�%�6£§Ü¼�Ð�'a:�x�©�°ú�aË>(transcritical

bifurcation)�̀¦ :�xK�"f ���Ð Ô�¦îß�&ñ
K������. Õª�Q���, 1lxl��o ÂÒì�r/BNçß�Ü¼�ÐÂÒ'� ��\P�s� {9�#Q

���¦, $�|9�_� “���ô�Ç 1lxl��o”�� Òqtl�>� �)a��. s� �â
Äº\�, 1lxl��o�)a �D¥�7H =åJ>h_� Ä»��� %ò


%i�(basin of attraction)s� ���Ér =åJ>h(¢̧��H Áºô�Ç@/)_� Ä»��� %ò
%i�\� 5Åq���H ½̈"í
[þt�Ð Üj�Üj��

>� G�0>t�>� �)a��. s� ½̈"í
èß� Ä»��� %ò
%i��̀¦ µ1Ïíß�õ� Ô�¦SX�z�́$í
 t�Ãº�Ð :£¤$í
�o ô�Ç��. s��Qô�Ç

����>� îß�&ñ
ô�Ç 1lxl��o�)a �D¥�7H =åJ>h��H �&³z�́ �©�S!�\�"f x�½+É Ãº \O���H ë�B6£§���Ãº Ô�¦{9�u�ü< ú̧�

6£§\�B�Äº���y���>��)a��.Õª�Qô�Ç���y���̧\�¦&ñ
|¾Ó&h�Ü¼�Ð8£¤&ñ
�l�0AK�"fë�B6£§���Ãºü< ú̧�6£§

���y��t�Ãº\�¦ �̧{9�ô�Ç��.s��Qô�Çt�Ãº[þt�Ð���ô�Ç1lxl��o�â
Äº\�{9�#Q����Hçß�a�=&h������\P�õ�Ä»

���%ò
%i� ½̈"í
?/l�\� p�u���H ë�B6£§���Ãº Ô�¦{9�u�ü< ú̧�6£§ ò́õ�\�¦ :£¤$í
�oô�Ç��. ���½+Ë B�>h���Ãº\�¦

�8 ��Ë̈#Q �����, 1lxl��o�)a �D¥�7H =åJ>h��H &h�&h� �8 ����>� îß�&ñ
÷&�¦, ÏãÎ�FG&h�Ü¼�Ð��H ¢̧ ���Ér

ë�H)3�°ú̀�כ¦t�±ú�M:;�¤µ1Ï�©�°ú�aË>(blowout bifurcation)�̀¦:�xK�"f���ÐÔ�¦îß�&ñ
K������.Õª���õ�,

¢-a��� q�1lxl��o�� {9�#Q��>� �)a��. ÕªXO�>� K�"f �íe��>� ;�¤µ1Ï �©�°ú�aË>(supercritical blowout

bifurcation)�̀¦ :�xK�"f ¿º ���P: o���áÔ�̧áÔ t�Ãº�� �ª� ¢̧��H 6£§��� q�1lxl��o�)a �í�D¥�7H ¢̧��H

�D¥�7H =åJ>h�� ����èß���. Dh\�v>� I�#Qèß� çß�a�=$í
 ��1lx�̀¦ �Ðs���H q�1lxl��o�)a =åJ>h_� Ä»+þA�Ér

��p���(laminar)ü< ��\P� $í
ì�r_� �â
Ôqt�̀¦ :�xK�"f ���&ñ
½+É Ãº�� e����. Õª�Q��, [j>h s��©� ���½+Ë

�)a >�\�"f��H ¢-a��� q�1lxl��o\� ÆÒ��K�"f (½̈$í
"é¶ {9�ÂÒì�rëß� 1lxl��o�)a) ÂÒì�r 1lxl��o�� 1lxl�



�o�)a �D¥�7H =åJ>h_� ;�¤µ1Ï�©�°ú�aË>�̀¦ :�xK�"f {9�#Q±ú� Ãº�� e����. [j >h_� �D¥�7H>��Ð ½̈$í
�)a ���½+Ë

>�\�"f ÂÒì�r 1lxl��o_� µ1ÏÒqt\� @/ô�Ç 1lx%i��<Æ&h� Bj&�m�7£§�̀¦ �ÃÐ½̈ô�Ç��. s� �â
Äº\� �íe��>� ;�¤

µ1Ï�©�°ú�aË>�̀¦ :�xK�"f Ô�¦��� î̈
��� 0A\� çß�a�=$í
 ��1lx�̀¦ �Ðs���H ¿º 9þt�QÛ¼'� �©�I�(two-cluster
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